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Abstract

The concept of M-convexity for functions in integer variables, introduced by Murota (1996), plays a primary role in the theory of discrete convex analysis. In this paper, we consider the problem of minimizing an M-convex function, which is a natural generalization of the separable convex resource allocation problem under a submodular constraint and contains some classes of nonseparable convex function minimization on integer lattice points. We propose a new approach for M-convex function minimization based on continuous relaxation. By establishing proximity theorems we develop a new algorithm based on continuous relaxation. We apply the approach to some special cases of the separable convex quadratic resource allocation problem and the convex quadratic tree resource allocation problem to obtain faster algorithms.
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1 Introduction

The concept of M-convexity for functions in integer variables, introduced by Murota [21, 22],
plays a primary role in the theory of discrete convex analysis [24]. M-convex functions enjoy various nice properties as “discrete convexity” such as a local characterization for global minimality, extensibility to ordinary convex functions, conjugacy, duality, etc. We consider the problem of minimizing an M-convex function, which is the most fundamental optimization problem concerning M-convex functions. For this problem, various approaches have been proposed to develop efficient algorithms [18, 34, 35, 37]. In this paper, we discuss a continuous relaxation approach for M-convex function minimization.

M-convex function minimization Let $n$ be a positive integer with $n \geq 2$, and put $N = \{1, 2, \ldots, n\}$. A function $g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$ in integer variables is said to be M-convex if it satisfies (M-EXC[Z]):

$$(\text{M-EXC}[\mathbb{Z}]) \forall x, y \in \text{dom}_Z g, \forall i \in \text{supp}^+(x - y), \exists j \in \text{supp}^-(x - y):$$

$$g(x) + g(y) \geq g(x - \chi_i + \chi_j) + g(y + \chi_i - \chi_j),$$

where the effective domain of $g$ is given by $\text{dom}_Z g = \{x \in \mathbb{Z}^n \mid g(x) < +\infty\}$, $\text{supp}^+(x) = \{i \in N \mid x(i) > 0\}$, $\text{supp}^-(x) = \{i \in N \mid x(i) < 0\}$, and $\chi_i \in \{0, 1\}^n (i \in N)$ denotes the characteristic vector of $i \in N$, i.e., $\chi_i(i) = 1$ and $\chi_i(j) = 0$ for $j \in N \setminus \{i\}$.

By definition, the effective domain $\text{dom}_Z g$ of an M-convex function $g$ is the set of integral points in the base polyhedron of some integral submodular system; in particular, $\text{dom}_Z g$ lies on a hyperplane $\{x \in \mathbb{Z}^n \mid x(N) = r\}$ for some integer $r$ (see [24, Section 6.1]). In this sense, the concept of M-convex function can be seen as a generalization of the concept of integral base polyhedron. M-convex function is also an extension of valued matroid introduced by Dress and Wenzel [3]; a function $g : \mathbb{Z}^n \to R \cup \{+\infty\}$ is a valued matroid if and only if $-g$ is an M-convex function with $\text{dom}_Z g \subseteq \{0, 1\}^n$.

In this paper, we consider the minimization of an M-convex function $g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$:

$$\text{(MC)} \quad \text{Minimize } g(x) \quad \text{subject to } x \in \text{dom}_Z g.$$

Below we give two important special cases of the problem (MC).

Example 1.1 (Resource allocation problem under a submodular constraint). Let $f_i : \mathbb{R} \to \mathbb{R}$ ($i \in N$) be a family of univariate convex functions. Also, let $\rho : \mathbb{Z}^N \to \mathbb{Z}^+ \cup \{+\infty\}$ be a nonnegative-valued submodular function, i.e., $\rho$ satisfies $\rho(X) + \rho(Y) \geq \rho(X \cap Y) + \rho(X \cup Y)$ for every $X, Y \subseteq \mathbb{Z}^N$. We assume $\rho(\emptyset) = 0$ and $\rho(N) < +\infty$. The (separable convex) resource allocation problem under a submodular constraint [6, 11, 14, 16] is formulated as follows:

$$\text{(SC)} \quad \begin{array}{l}
\text{Minimize } \sum_{i=1}^{n} f_i(x(i)) \\
\text{subject to } x(N) = \rho(N), \ x(Y) \leq \rho(Y) \ (\forall Y \subseteq \mathbb{Z}^N), \\
x \geq 0, \ x \in \mathbb{Z}^n,
\end{array}$$
where \( x(Y) = \sum_{i \in Y} x(i) \) for \( Y \subseteq N \) and \( \mathbf{0} = (0, 0, \ldots, 0) \in \mathbb{Z}^n \). A very special case of (SC) is the simple resource allocation problem [6, 14, 16] formulated as follows:

\[
(\text{Simple}) \quad \text{Minimize } \sum_{i=1}^{n} f_i(x(i)) \text{ subject to } x(N) = K, \ 0 \leq x \leq u, \ x \in \mathbb{Z}^n,
\]

where \( K \in \mathbb{Z}_+ \) and \( u \in \mathbb{Z}^n_+ \). The problem (SC) is extensively discussed in the literature; see [6, 14, 16] for comprehensive review of this problem and [7, 10, 11, 12] for efficient algorithms.

The problem (SC) is a special case of (MC) since the function \( g_{SC} : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) defined by

\[
g_{SC}(x) = \begin{cases} 
\sum_{i=1}^{n} f_i(x(i)) & \text{if } x \in \mathbb{Z}^n \text{ is a feasible solution to (SC)}, \\
+\infty & \text{(otherwise)}
\end{cases}
\]

satisfies (M-EXC[\mathbb{Z}]) (see [22, Example 2.2], [24, Section 6.3]).

\[\Box\]

**Example 1.2** (Laminar convex resource allocation problem). Let \( \mathcal{F} \subseteq 2^N \) be a laminar family, i.e., for every \( X, Y \in \mathcal{F} \) either \( X \subseteq Y \), \( X \supseteq Y \), or \( X \cap Y = \emptyset \) holds. Note that \( |\mathcal{F}| = O(n) \). We consider the following minimization problem with a nonseparable convex objective function:

\[
(\text{Laminar}) \quad \text{Minimize } \sum_{Y \in \mathcal{F}} f_Y(x(Y)) \text{ subject to } x(N) = K, \ \ell_Y \leq x(Y) \leq u_Y \ (Y \in \mathcal{F}), \\
x \geq 0, \ x \in \mathbb{Z}^n,
\]

where \( f_Y : \mathbb{R} \to \mathbb{R} \ (Y \in \mathcal{F}) \) is a family of univariate convex functions, \( K \in \mathbb{Z}_+ \), and \( \ell_Y, u_Y \in \mathbb{Z}_+ \) for every \( Y \in \mathcal{F} \). We call this problem the laminar convex resource allocation problem.

The problem (Laminar) is a special case of (MC) since the function \( g_{\text{Laminar}} : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) defined by

\[
g_{\text{Laminar}}(x) = \begin{cases} 
\sum_{Y \in \mathcal{F}} f_Y(x(Y)) & \text{if } x \in \mathbb{Z}^n \text{ is a feasible solution to (Laminar)}, \\
+\infty & \text{(otherwise)}
\end{cases}
\]

satisfies (M-EXC[\mathbb{Z}]) (see [18, Example 2.3], [24, Section 6.3]). The problem (Laminar) is an important special case of (MC) since the objective function is nonseparable and continuous relaxation approach proposed in this paper can be applied in a natural way.

\[\Box\]

For the problem of minimizing an M-convex function, various approaches have been proposed to develop efficient algorithms [18, 34, 35, 37], and the best time complexity bounds are \( O(n^3 + n^2 \log(L/n))(\log(L/n) / \log n)F \) and \( O(n^3 \log(L/n)F) \), where \( L \) is an upper bound on the \( L_\infty \) distance between two vectors in \( \text{dom}_{\mathbb{Z}} g \), i.e.,

\[
L = \max\{\|x - y\|_\infty \mid x, y \in \text{dom}_{\mathbb{Z}} g\}, \tag{1.1}
\]

and \( F \) denotes the time to evaluate the function value of the M-convex function \( g \). In this paper, we consider a new approach for M-convex function minimization based on continuous relaxation.

3
Continuous relaxation  Continuous relaxations of (SC) and (Laminar) can be naturally obtained by removing the integrality constraint “$x \in \mathbb{Z}^n$.” Indeed, a continuous relaxation approach for solving (SC) is proposed by Hochbaum [11] (see also Hochbaum and Hong [12]), and the approach is applied to obtain efficient algorithms for some important special cases of (SC) with quadratic objective functions by Hochbaum and Hong [12].

The continuous relaxation approach consists of the following three major steps:

Step 1: Compute an optimal solution $x^* \in \mathbb{R}^n$ to the continuous relaxation problem.

Step 2: Round the optimal solution $x^*$ to an integral vector $y^* \in \mathbb{Z}^n$.

Step 3: Using $y^*$ as an initial solution, compute an optimal solution $y_1 \in \mathbb{Z}^n$ to the original problem by a greedy algorithm.

In this paper, we extend such approach to M-convex function minimization. Although this approach cannot possibly provide a faster algorithm for the general case of (MC), it is shown that faster algorithms can be obtained for some important special cases of (MC).

To extend the continuous relaxation approach to the problem (MC), we need to define a continuous relaxation of (MC) in an appropriate way. In this paper, we define a continuous relaxation of (MC) by using the concept of M-convex function in real variables introduced by Murota and Shioura [29]. A function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ in real variables is said to be $M$-convex if it is convex and satisfies (M-EXC[R]):

$$(M\text{-}\text{EXC}[R]) \forall x, y \in \text{dom}_R f, \forall i \in \text{supp}^+(x-y), \exists j \in \text{supp}^-(x-y), \exists \alpha_0 > 0:

f(x) + f(y) \geq f(x - \alpha(x_i - x_j) + f(y + \alpha(x_i - x_j)) \quad (\forall \alpha \in [0, \alpha_0]),$$

where $\text{dom}_R f = \{x \in \mathbb{R}^n \mid f(x) < +\infty\}$. An M-convex function is said to be a closed proper M-convex function if it is a closed proper convex function, in addition (the definition of closed proper convex functions is given in Section 2). M-convex functions in real variables constitute a subclass of convex functions with additional combinatorial properties such as supermodularity and local polyhedral structure (see, e.g., [24, 28, 29, 30, 31]). Fundamental properties of M-convex functions are investigated in [30], such as equivalent axioms, subgradients, directional derivatives, etc.

It is known (see, e.g., [24, Section 6.11]) that for every M-convex function $g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$ in integer variables, there exists a closed proper M-convex function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ in real variables such that $f(x) = g(x)$ ($\forall x \in \mathbb{Z}^n$). Using such an M-convex function $f$ in real variables, we define a continuous relaxation of (MC) as follows:

$$(MC) \quad \text{Minimize } f(x) \quad \text{subject to } x \in \text{dom}_R f.$$
Our results  Efficiency of algorithms based on continuous relaxation depends on the distance between optimal solutions to the original problem and to its continuous relaxation, and so-called “proximity theorem” provides a theoretical guarantee for the closeness of these two kinds of optimal solutions. The main result in this paper is a proximity theorem for the problem (MC), stating that the $L_\infty$ distance between optimal solutions to (MC) and to its continuous relaxation ($\bar{MC}$) is bounded by $n - 1$.

**Theorem 1.3** (Proximity theorem for (MC) with respect to the $L_\infty$ distance).
(i) For every optimal solution $y_s \in \mathbb{Z}^n$ to (MC), there exists an optimal solution $x_s \in \mathbb{R}^n$ to ($\bar{MC}$) such that $\|x_s - y_s\|_\infty < n - 1$.
(ii) For every optimal solution $x_s \in \mathbb{R}^n$ to ($\bar{MC}$), there exists an optimal solution $y_s \in \mathbb{Z}^n$ to (MC) such that $\|y_s - x_s\|_\infty < n - 1$.

The proof of this theorem is given in Section 4. This theorem implies, in particular, that there exists an optimal solution to (MC) if and only if there exists an optimal solution to ($\bar{MC}$). In Section 4 we also give an example to show that the bound $n - 1$ in Theorem 1.3 is the best possible, even for a very simple special case.

We then give some proximity results with respect to the $L_1$ distance. As an immediate corollary of Theorem 1.3, we obtain the following result for (MC):

**Corollary 1.4** (Proximity theorem for (MC) with respect to the $L_1$ distance).
(i) For every optimal solution $y_s \in \mathbb{Z}^n$ to (MC), there exists an optimal solution $x_s \in \mathbb{R}^n$ to ($\bar{MC}$) such that $\|x_s - y_s\|_1 < n(n - 1)$.
(ii) For every optimal solution $x_s \in \mathbb{R}^n$ to ($\bar{MC}$), there exists an optimal solution $y_s \in \mathbb{Z}^n$ to (MC) such that $\|y_s - x_s\|_1 < n(n - 1)$.

We show that the bound $n(n - 1)$ for the general case can be reduced to $2(n - 1)$ for the two special cases (SC) and (Laminar). We denote by ($\overline{SC}$) and ($\overline{Laminar}$) the continuous relaxation of (SC) and (Laminar), respectively.

**Theorem 1.5** (Proximity theorem for (SC) with respect to the $L_1$ distance).
(i) For every optimal solution $y_s \in \mathbb{Z}^n$ to (SC), there exists an optimal solution $x_s \in \mathbb{R}^n$ to ($\overline{SC}$) such that $\|x_s - y_s\|_1 < 2(n - 1)$.
(ii) For every optimal solution $x_s \in \mathbb{R}^n$ to ($\overline{SC}$), there exists an optimal solution $y_s \in \mathbb{Z}^n$ to (SC) such that $\|y_s - x_s\|_1 < 2(n - 1)$.

**Theorem 1.6** (Proximity theorem for (Laminar) with respect to the $L_1$ distance).
(i) For every optimal solution $y_s \in \mathbb{Z}^n$ to (Laminar), there exists an optimal solution $x_s \in \mathbb{R}^n$ to ($\overline{Laminar}$) such that $\|x_s - y_s\|_1 < 2(n - 1)$.
(ii) For every optimal solution $x_s \in \mathbb{R}^n$ to ($\overline{Laminar}$), there exists an optimal solution $y_s \in \mathbb{Z}^n$ to (Laminar) such that $\|y_s - x_s\|_1 < 2(n - 1)$.

The proofs of Theorems 1.5 and 1.6 are given in Section 4. We also show in Section 4 the tightness of the bound $2(n - 1)$ in Theorems 1.5 and 1.6 by using a simple example. A proximity statement for the problem (SC) similar to Theorems 1.5 is already presented in [11]; we point out the incorrectness of the proximity statement in [11] by giving a counterexample in Section 2.
Finally, we propose an algorithm for (MC) based on continuous relaxation in Section 3. Our algorithm is a natural extension of the continuous relaxation algorithm of Hochbaum [11], where we use a new greedy-type algorithm for (MC). We analyze the time complexity of the proposed algorithm by using the proximity theorems shown in this paper and obtain the following result, where $T_{\text{relax}}$ denotes the time required for solving the continuous relaxation ($\overline{MC}$), and $T_{\text{round}}$ denotes the time to round a given feasible solution $x \in \mathbb{R}^n$ of ($\overline{MC}$) to a feasible solution $y \in \mathbb{Z}^n$ of (MC) satisfying $\|y - x\|_1 < n$. We note that $T_{\text{round}} = O(n^2 \log L)$ (see [34]), where $L$ is given by (1.1).

**Theorem 1.7.** Our algorithm based on continuous relaxation finds an optimal solution to (MC) in $O(T_{\text{relax}} + T_{\text{round}} + n^3 F)$ time.

**Remark 1.8.** In fact, we do not need an exact optimal solution of the continuous relaxation ($\overline{MC}$); it suffices to compute an “approximate” optimal solution $x_a \in \mathbb{R}^n$ of ($\overline{MC}$) in the sense that $\|x_a - x_*\|_\infty \leq n$ holds for some optimal solution $x_* \in \mathbb{R}^n$ of ($\overline{MC}$). We denote by $T_{\text{relax-axp}}$ the time required for computing such $x$. Usually, $T_{\text{relax-axp}}$ is smaller than $T_{\text{relax}}$.

Then, Theorem 1.3 implies that there exists an optimal solution $y_a \in \mathbb{Z}^n$ of (MC) satisfying $\|y_a - x_a\|_\infty \leq \|y_a - x_*\|_\infty + \|x_* - x_a\|_\infty \leq 2n$. By using this bound, we can show in a similar way as Theorem 1.7 that (MC) can be solved in $O(T_{\text{relax-axp}} + T_{\text{round}} + n^3 F)$ time.

Computation of an (approximate) optimal solution $x_a$ of ($\overline{MC}$) can be done by using similar algorithmic approaches as (MC). For example, we can apply the scaling approach for (MC) used in [35] to ($\overline{MC}$) to obtain an $O((n^3 + n^2 \log(L/n))(\log(L/n)/\log n) F)$-time algorithm for computing an approximate optimal solution, provided that the directional derivative of the objective function $f$ can be computed in $O(F)$ time. This implies that our continuous relaxation algorithm runs in $O((n^3 + n^2 \log(L/n))(\log(L/n)/\log n) F)$ time. This time complexity bound is the same as the one of the previous best time complexity bound for (MC), i.e., the continuous relaxation approach does not lead to the reduction of the time complexity for the general case of (MC).

Although the continuous relaxation approach cannot possibly provide a faster algorithm for the general case of (MC), faster algorithms can be obtained for some special cases of (MC) by using the continuous relaxation approach. Indeed, we apply the continuous relaxation approach to (Laminar) and some special cases of (SC) with quadratic objective functions, in a similar way as in Hochbaum and Hong [12]. It is known that various classes of convex quadratic optimization problems in real variables can be solved in strongly polynomial time (see, e.g., [2, 12, 36]). Using this fact and also devising efficient implementations of the continuous relaxation approach, we show that (Laminar) and some special cases of (SC) with quadratic objective functions can be solved efficiently in strongly polynomial time.

The previous best time complexity bound for (Laminar) is $O(n^3)$ by Tamir [36], which is also based on a continuous relaxation approach with a weaker proximity theorem in [9]. We present a better time complexity by using a refined proximity theorem (Theorem 1.6) and some algorithmic techniques.

**Theorem 1.9.** The problem (Laminar) can be solved in $O(n^2)$ time if the objective function is quadratic.
Hochbaum and Hong [12] develop efficient algorithms for some special cases of \((\overline{SC})\) with quadratic objective functions. Then, they state in their paper [12] that the corresponding special cases of \((SC)\) can be solved efficiently in strongly polynomial time by using a proximity result in \([11]\). The proximity result, however, is incorrect, as pointed out in Section 2.4, and therefore the time complexity results for the special cases of \((SC)\) are no longer valid.\(^1\) We show that by using our proximity theorem (Theorem 1.5), the special cases of \((SC)\) discussed in [12] can be solved in (almost) the same time complexity as stated in [12] (see Section 3.4 for details). In particular, our algorithms are the fastest for the special cases of \((SC)\).

**Organization** The organization of this paper is as follows. In Section 2, we explain fundamental concepts related to submodular functions and M-convex functions, and give formulations of discrete convex optimization problems discussed in this paper. In Section 2, we also review the continuous relaxation approach for discrete convex optimization problems, including the resource allocation problems. In Section 3, we propose an algorithm for \((MC)\) based on continuous relaxation, and apply it to \((Laminar)\) and some special cases of \((SC)\) with quadratic objective functions to obtain efficient algorithms. Finally, proofs of the proximity theorems are given in Section 4.

## 2 Preliminaries

### 2.1 Definitions and notation

Throughout the paper, let \(n\) be a positive integer with \(n \geq 2\) and put \(N = \{1, 2, \ldots, n\}\). We denote by \(\mathbb{R}\) (resp., by \(\mathbb{R}_+\)) the sets of real numbers (resp., nonnegative real numbers). Similarly, we denote by \(\mathbb{Z}\) (resp., by \(\mathbb{Z}_+\)) the sets of integers (resp., nonnegative integers).

Let \(x = (x(1), x(2), \ldots, x(n)) \in \mathbb{R}^n\) be a vector. We denote
\[
\text{supp}^+(x) = \{i \in N \mid x(i) > 0\}, \quad \text{supp}^-(x) = \{i \in N \mid x(i) < 0\}.
\]

For a subset \(Y \subseteq N\), we denote \(x(Y) = \sum_{i \in Y} x(i)\). We define
\[
\|x\|_\infty = \max_{i \in N} |x(i)|, \quad \|x\|_1 = \sum_{i \in N} |x(i)|.
\]

The vectors \([x], [x] \in \mathbb{Z}^n\) are given by
\[
([x])(i) = \lfloor x(i) \rfloor, \quad ([x])(i) = \lfloor x(i) \rfloor \quad (i \in N).
\]

We define \(1 = (1, 1, \ldots, 1) \in \mathbb{Z}^n\) and \(0 = (0, 0, \ldots, 0) \in \mathbb{Z}^n\). For \(Y \subseteq N\), we denote by \(\chi_Y \in \{0, 1\}^n\) the characteristic vector of \(Y\), i.e., \(\chi_Y(i) = 1\) if \(i \in Y\) and \(\chi_Y(i) = 0\) otherwise. In particular, we denote \(\chi_i = \chi_{\{i\}}\) for every \(i \in N\). Inequalities and equalities for vectors \(x, y \in \mathbb{R}^n\) mean component-wise inequalities and equalities; for example, \(x \leq y\) reads \(x(i) \leq y(i)\) for all \(i \in N\). For a nonempty set \(S \subseteq \mathbb{R}^n\), the closed convex hull (or convex closure) of \(S\) is the (uniquely determined) smallest closed convex set containing \(S\).

\(^1\)The time complexity results for special cases of \((\overline{SC})\) in [12] are independent of the incorrect proximity result in [11] and therefore remains valid.
Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be a function. The effective domain $\text{dom}_\mathbb{R} f$ of $f$ is defined by $\text{dom}_\mathbb{R} f = \{x \in \mathbb{R}^n \mid f(x) < +\infty\}$. A function $f$ is said to be convex if its epigraph $\{(x, \alpha) \in \mathbb{R}^n \times \mathbb{R} \mid \alpha \geq f(x)\}$ is a convex set. A convex function $f$ is said to be proper if the effective domain $\text{dom}_\mathbb{R} f$ is nonempty, and closed if its epigraph is a closed set. We denote the set of minimizers of $f$ by

$$\text{arg min}_\mathbb{R} f = \{x \in \mathbb{R}^n \mid f(x) \leq f(y) \ (\forall y \in \mathbb{R}^n)\}.$$ 

Note that for a closed proper convex function $f$, the set $\text{arg min}_\mathbb{R} f$ is a closed set.

For a function $g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$ defined on the integer lattice points, we define the effective domain $\text{dom}_\mathbb{Z} g$ and the set of minimizers $\text{arg min}_\mathbb{Z} g$ by

$$\text{dom}_\mathbb{Z} g = \{x \in \mathbb{Z}^n \mid g(x) < +\infty\},$$

$$\text{arg min}_\mathbb{Z} g = \{x \in \mathbb{Z}^n \mid g(x) \leq g(y) \ (\forall y \in \mathbb{Z}^n)\}.$$ 

### 2.2 Base polyhedra, M-convex sets, and M-convex functions

In this section we explain the concepts of base polyhedra, M-convex sets, and M-convex functions. We refer to [6, 24] for comprehensive treatment of these concepts.

A set function $\rho : 2^N \to \mathbb{R} \cup \{+\infty\}$ is said to be submodular if it satisfies the submodular inequality:

$$\rho(X) + \rho(Y) \geq \rho(X \cap Y) + \rho(X \cup Y) \quad (\forall X, Y \in 2^N).$$

For a submodular function $\rho : 2^N \to \mathbb{R} \cup \{+\infty\}$ with $\rho(\emptyset) = 0$ and $\rho(N) < +\infty$, we consider a polyhedron

$$B(\rho) = \{x \in \mathbb{R}^n \mid x(Y) \leq \rho(Y) \ (\forall Y \in 2^N), \ x(N) = \rho(N)\},$$

which is called the base polyhedron associated with $\rho$. It is known that if $\rho$ is an integer-valued function, then $B(\rho)$ is an integer polyhedron, i.e., the closed convex hull of the set of integral points in $B(\rho)$ coincides with $B(\rho)$. For an integer-valued submodular function $\rho : 2^N \to \mathbb{Z} \cup \{+\infty\}$ with $\rho(\emptyset) = 0$ and $\rho(N) < +\infty$, we consider the set $S = B(\rho) \cap \mathbb{Z}^n$ of integral vectors in a base polyhedron, which we call an M-convex set.

Base polyhedra and M-convex sets can be characterized by the following exchange properties (see, e.g., [4], [6, Corollary 20.6], [24, Section 4], [30, Theorem 3.1]).

**Theorem 2.1.**

(i) A nonempty closed set $S \subseteq \mathbb{R}^n$ is a base polyhedron if and only if it satisfies (B-EXC[\mathbb{R}]):

**(B-EXC[\mathbb{R}])** \(\forall x, y \in S, \ \forall i \in \text{supp}^+(x-y), \ \exists j \in \text{supp}^-(x-y), \ \exists \alpha_0 > 0 : \)

$$x - \alpha(\chi_i - \chi_j) \in S, \quad y + \alpha(\chi_i - \chi_j) \in S \quad (\forall \alpha \in [0, \alpha_0]).$$

(ii) A nonempty set $S \subseteq \mathbb{Z}^n$ is M-convex if and only if it satisfies (B-EXC[\mathbb{Z}]):

**(B-EXC[\mathbb{Z}])** \(\forall x, y \in S, \ \forall i \in \text{supp}^+(x-y), \ \exists j \in \text{supp}^-(x-y) : \)

$$x - \chi_i + \chi_j \in S, \quad y + \chi_i - \chi_j \in S.$$
An M-convex set $S$ with $S \subseteq \{0,1\}^n$ is essentially equivalent to the concept of matroid in the following sense: a nonempty set $S \subseteq \{0,1\}^n$ is M-convex if and only if $S = \{\chi_Y \in \{0,1\}^n \mid Y \in \mathcal{B}\}$ holds for the base family $\mathcal{B} \subseteq 2^N$ of some matroid $\mathcal{M} = (N, \mathcal{B})$.

We consider a function $g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$ defined on integer lattice points. A function $g$ with nonempty $\text{dom}_\mathbb{Z}g$ is said to be M-convex if it satisfies (M-EXC[\mathbb{Z}]):

\[(\text{M-EXC}[\mathbb{Z}]) \forall x, y \in \text{dom}_\mathbb{Z}g, \forall i \in \text{supp}^+(x - y), \exists j \in \text{supp}^-(x - y):\]

\[g(x) + g(y) \geq g(x - \chi_i + \chi_j) + g(y + \chi_i - \chi_j).\]

From the definition and Theorem 2.1 (ii), the effective domain $\text{dom}_\mathbb{Z}g$ of an M-convex function $g$ is an M-convex set. In particular, there exists some $r \in \mathbb{Z}$ such that $\text{dom}_\mathbb{Z}g$ is contained in the hyperplane $\{x \in \mathbb{Z}^n \mid x(N) = r\}$. A set $S \subseteq \mathbb{Z}^n$ is M-convex if and only if its indicator function $\delta_S : \mathbb{Z}^n \to \{0, +\infty\}$ defined by

\[\delta_S(x) = \begin{cases} 0 & (x \in S), \\ +\infty & (\text{otherwise}), \end{cases}\]

is M-convex.

**Remark 2.2.** The concept of M-convex function is deeply related to submodularity/supermodularity in the following sense (see also Lemma 4.2 in Section 4).

Since the effective domain of an M-convex function is contained in a hyperplane $\{x \in \mathbb{Z}^n \mid x(N) = r\}$ for some $r \in \mathbb{Z}$, we may consider the projection $g' : \mathbb{Z}^{n-1} \to \mathbb{R} \cup \{+\infty\}$ of an M-convex function $g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$ along an arbitrarily chosen coordinate axis $k \in N$, where the projection $g'$ of $g$ is a function in $n - 1$ variables defined by

\[g'(x(1), \ldots, x(k - 1), x(k + 1), \ldots, x(n)) = \begin{cases} g(x(1), \ldots, x(k - 1), r - x(N \setminus \{k\}), x(k + 1), \ldots, x(n)). \end{cases}\]

A function $g'$ obtained by the projection of an M-convex function is called an M'-convex function [27]. It is known that an M'-convex function is a supermodular function on the integer lattice points, i.e., it satisfies the following inequality [24, Theorem 6.19]:

\[g(x) + g(y) \leq g(x \lor y) + g(x \land y) \quad (\forall x, y \in \mathbb{Z}^n),\]

where for $x, y \in \mathbb{R}^n$ the vectors $x \lor y \in \mathbb{R}^n$ and $x \land y \in \mathbb{R}^n$ are defined by

\[(x \lor y)(i) = \max\{x(i), y(i)\}, \quad (x \land y)(i) = \min\{x(i), y(i)\} \quad (i \in N).\]

We note that the supermodular inequality is valid for an M-convex function $g$ because $x \lor y, x \land y \in \text{dom}_\mathbb{Z}g$ occurs only when $x = y \in \text{dom}_\mathbb{Z}g$.

The concept of M-convex function is extended to functions defined on the real space $\mathbb{R}^n$. A function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ with nonempty $\text{dom}_\mathbb{R}f$ is said to be M-convex if it is convex and satisfies (M-EXC[\mathbb{R}]):

\[(\text{M-EXC}[\mathbb{R}]) \forall x, y \in \text{dom}_\mathbb{R}f, \forall i \in \text{supp}^+(x - y), \exists j \in \text{supp}^-(x - y), \exists \alpha_0 > 0:\]

\[f(x) + f(y) \geq f(x - \alpha(\chi_i - \chi_j)) + f(y + \alpha(\chi_i - \chi_j)) \quad (\forall \alpha \in [0, \alpha_0]).\]
An M-convex function is said to be a closed proper M-convex function if it is a closed proper convex function, in addition. From the definition and Theorem 2.1 (i), the effective domain $\text{dom}_R f$ of an M-convex function $f$ is a base polyhedron if $\text{dom}_R f$ is a closed set. In particular, there exists some $r \in R$ such that $\text{dom}_R f$ is contained in the hyperplane $\{ x \in R^n | x(N) = r \}$. A set $S \subseteq R^n$ is a base polyhedron if and only if its indicator function $\delta_S : R^n \to \{0, +\infty\}$ defined by

$$\delta_S(x) = \begin{cases} 0 & (x \in S), \\ +\infty & \text{(otherwise)}, \end{cases}$$

is a closed proper M-convex function.

### 2.3 M-convex function minimization and resource allocation problems

We explain the formulations of the problem of M-convex function minimization and resource allocation problems discussed in this paper. In addition, we explain the continuous relaxation of each problem.

**M-convex function minimization** The problem of M-convex function minimization is formulated as follows:

$$(\text{MC}) \quad \text{Minimize} \quad g(x) \quad \text{subject to} \quad x \in \text{dom}_Z g,$$

where $g : Z^n \to R \cup \{+\infty\}$ is an M-convex function. The following property is useful in defining a continuous relaxation of (MC).

**Theorem 2.3** (cf. [24, Section 6.11]). *For every M-convex function* $g : Z^n \to R \cup \{+\infty\}$, *there exists a closed proper M-convex function* $f : R^n \to R \cup \{+\infty\}$ *such that* $f(x) = g(x)$ *for all* $x \in Z^n$ *and* $\text{dom}_R f$ *is the closed convex hull of* $\text{dom}_Z g$.

Based on this property, we define a continuous relaxation (MC) of (MC) by

$$(\overline{\text{MC}}) \quad \text{Minimize} \quad f(x) \quad \text{subject to} \quad x \in \text{dom}_R f,$$

where $f : R^n \to R \cup \{+\infty\}$ is a closed proper M-convex function such that $f(x) = g(x)$ for all $x \in Z^n$ and $\text{dom}_R f$ is the closed convex hull of $\text{dom}_Z g$.

We then explain two important special cases of (MC): the laminar convex resource allocation problem (Laminar) and the resource allocation problem under a submodular constraint (SC).

**Laminar convex resource allocation problem** The laminar convex resource allocation problem is formulated as follows (see [18], [24, Section 6.3]):

$$(\text{Laminar}) \quad \text{Minimize} \quad \sum_{Y \in \mathcal{F}} f_Y(x(Y)) \quad \text{subject to} \quad x(N) = K, \quad \ell_Y \leq x(Y) \leq u_Y \quad (Y \in \mathcal{F}),$$

where $\mathcal{F} \subseteq 2^N$ is a laminar family, $f_Y : R \to R \quad (Y \in \mathcal{F})$ is a family of univariate convex functions, $K \in Z_+$, and $\ell_Y, u_Y \in Z_+ \quad (Y \in \mathcal{F})$. Note that $|\mathcal{F}| = O(n)$. Throughout the paper we assume that the problem (Laminar) has a feasible solution. The continuous relaxation (Laminar)
of (Laminar) is obtained by removing the integrality constraint \( x \in \mathbb{Z}^n \) from (Laminar). We assume, without loss of generality, that

\[ \emptyset \notin \mathcal{F}, \quad N \in \mathcal{F}, \quad \{i\} \in \mathcal{F} \ (\forall i \in N). \tag{2.2} \]

It is known that the problem (Laminar) can be reformulated as a convex cost flow problem on a tree network, as explained below.

For \( Y \in \mathcal{F} \setminus \{N\} \), we call \( X \in \mathcal{F} \) the parent of \( Y \) if \( X \) is the unique minimal set in \( \mathcal{F} \) which properly contains \( Y \) (i.e., \( X \supset Y \) and \( X \neq Y \)), and denote by \( p(Y) \) the parent of \( Y \). For \( X \in \mathcal{F} \) with \( |X| \geq 2 \), we call \( Y \in \mathcal{F} \) a child of \( X \) if \( X = p(Y) \). The condition (2.2) implies that every \( X \in \mathcal{F} \) with \( |X| \geq 2 \) has at least one child. We consider a (directed) tree graph \( T = (V, A) \) defined by

\[ V = \{v_Y | Y \in \mathcal{F}\}, \quad A = \{(v_X, v_Y) | X, Y \in \mathcal{F}, Y \text{ is a child of } X\}. \]

Hence, the node \( v_N \) is the root node of \( T \), while nodes corresponding to the singleton sets are leaf nodes of \( T \). In the convex cost flow formulation, we send flow from the root node \( v_N \) to leaf nodes. That is, \( v_N \) is the source node and leaf nodes are sink nodes. We use a flow variable \( \varphi(i,j) \) for each arc \((i,j) \in A\), and consider the integrality constraint on flow variables

\[ \varphi(i,j) \in \mathbb{Z} \quad (\forall (i,j) \in A) \]

and flow balance constraints

\[ \sum \{\varphi(v_N, v_Y) \mid v_Y \in V, (v_N, v_Y) \in A\} = K, \quad \sum \{\varphi(v_X, v_Y) \mid v_Y \in V, (v_X, v_Y) \in A\} = \varphi(v_{p(X)}, v_X) \quad (\forall v_X \in V, v_X \neq v_N). \]

We see from the flow balance constraints that the value of the flow variable \( \varphi(v_{p(Y)}, v_Y) \) corresponds to the value \( x(Y) \) for every \( Y \in \mathcal{F} \setminus \{N\} \). For each arc \((v_{p(Y)}, v_Y) \in A\), the convex cost function of the arc is given by \( f_Y \) and the lower and upper capacity of the arc are \( \ell_Y \) and \( u_Y \), respectively. It is easy to see that the problem (Laminar) is equivalent to the convex cost flow problem defined above, and (Laminar) is equivalent to the continuous relaxation of the convex cost flow problem obtained by removing the integrality constraint on flow variables.

**Resource allocation problem under a submodular constraint.** The resource allocation problem under a submodular constraint (SC) is formulated as follows [6, 11, 14, 16]:

\[
\text{(SC)} \quad \begin{array}{ll}
\text{Minimize} & \sum_{i=1}^{n} f_i(x(i)) \\
\text{subject to} & x(N) = \rho(N), \ x(Y) \leq \rho(Y) \ (Y \in 2^N), \\
& x \geq 0, \ x \in \mathbb{Z}^n,
\end{array}
\]

where \( f_i : \mathbb{R} \to \mathbb{R} \ (i \in N) \) is a family of univariate convex functions, and \( \rho : \mathcal{P}(N) \to \mathbb{R}_{+} \cup \{+\infty\} \) is a nonnegative-valued submodular function satisfying \( \rho(\emptyset) = 0 \) and \( \rho(N) < +\infty \).

We also consider special cases of (SC) discussed in [11, 12]. The simple resource allocation problem (Simple) reads as

\[
\text{(Simple)} \quad \begin{array}{ll}
\text{Minimize} & \sum_{i=1}^{n} f_i(x(i)) \\
\text{subject to} & x(N) = K, \ 0 \leq x \leq u, \ x \in \mathbb{Z}^n,
\end{array}
\]
where \( f_i : \mathbb{R} \rightarrow \mathbb{R} \ (i \in N) \) is a family of univariate convex functions, \( K \in \mathbb{Z}_+ \), and \( u \in \mathbb{Z}_+ \).

The other special cases of (SC) in \([11, 12]\) can be obtained by adding some constraints to (Simple). The generalized upper bound resource allocation problem (GUB) is obtained by adding to (Simple) the constraints \( x(S_t) = u_{S_t} \ (t = 1, 2, \ldots, m) \), where \( \{S_1, S_2, \ldots, S_m\} \) is a partition of \( N \), and \( u_{S_t} \in \mathbb{Z}_+ \ (t = 1, 2, \ldots, m) \). The nested resource allocation problem (Nest) is obtained by adding to (Simple) the constraints \( x(S_t) = u_{S_t} \ (t = 1, 2, \ldots, m) \), where \( \{S_1, S_2, \ldots, S_m\} \) is a family of nested subsets of \( N \), i.e., it satisfies the condition \( \emptyset \neq S_1 \subset S_2 \subset \cdots \subset S_m \subset N \), and \( u_{S_t} \in \mathbb{Z}_+ \ (t = 1, 2, \ldots, m) \). The tree resource allocation problem (Tree) is obtained by adding to (Simple) the constraints \( x(Y) = u_Y \ (Y \in \mathcal{F}) \), where \( \mathcal{F} \subseteq 2^N \) is a laminar family and \( u_Y \in \mathbb{Z}_+ \ (Y \in \mathcal{F}) \). Hence, (Tree) is also a special case of (Laminar).

The network resource allocation problem (Network) is defined by using a network with a single source and multiple sinks. Given a directed graph \( G = (V, A) \) with node set \( V \) and arc set \( A \), let \( s \in V \) be the unique source node and \( N = \{1, 2, \ldots, n\} \ (\subseteq V) \) be the set of sink nodes. The supply of the source is given by \( K \in \mathbb{Z}_+ \), and the capacity of each arc \( (i, j) \in A \) is given by \( c(i, j) \in \mathbb{Z}_+ \). Using flow variables \( \{\varphi(i, j) \mid (i, j) \in A\} \) in addition to variables \( \{x(i) \mid i \in N\} \), the constraints of the problem (Network) is described as follows:

\[
\begin{align*}
\sum \{\varphi(i, j) \mid j \in V, (i, j) \in A\} - \sum \{\varphi(j, i) \mid j \in V, (j, i) \in A\} &= 0 \quad (\forall i \in V \setminus (\{s\} \cup N)), \\
\sum \{\varphi(s, j) \mid j \in V, (s, j) \in A\} - \sum \{\varphi(j, s) \mid j \in V, (j, s) \in A\} &= K, \\
\sum \{\varphi(i, j) \mid j \in V, (i, j) \in A\} - \sum \{\varphi(j, i) \mid j \in V, (j, i) \in A\} &= -x(i) \quad (\forall i \in N), \\
0 &\leq \varphi(i, j) \leq c(i, j) \ (\forall i, j \in A), \ 0 \leq x \leq u, \ x \in \mathbb{Z}^n.
\end{align*}
\]

It is easy to see that the constraints above imply \( x(N) = K \). The relationship among the discrete convex optimization problems explained above is summarized in Figure 1.

For the problems (SC), (Simple), (GUB), (Nest), (Tree), and (Network), we denote by (SC), (Simple), (GUB), (Nest), (Tree), and (Network), respectively, the continuous relaxation which can be obtained by removing the integrality constraint \( \ "x \in \mathbb{Z}^n.\)
2.4 Review of continuous relaxation approach for discrete convex optimization problems

In this section we review the existing results on continuous relaxation approach for M-convex function minimization, resource allocation problems, and related problems.

**Simple resource allocation problem** Weinsten and Yu [38] (see also [14, Section 4.6]) propose an algorithm for (Simple) based on continuous relaxation, and the time complexity of the algorithm is \( O(T_{\text{Simple}}(n) + n \log n) \), where \( T_{\text{Simple}}(n) \) denotes the time complexity for solving the continuous relaxation (Simple) with \( n \) variables. A proximity theorem for (Simple) is implicit in [38], which states that for every optimal solution \( x^*_i \in \mathbb{R}^n \) of (Simple), there exists an optimal solution \( y^*_i \in \mathbb{Z}^n \) of (Simple) satisfying \( \| y^*_i - x^*_i \|_1 = O(n) \). Later, Ibaraki and Katoh [14, Section 4.6] improve the algorithm of Weinsten and Yu [38] by using the technique of Frederickson and Johnson [5] so that it runs in \( O(T_{\text{Simple}}(n) + n) \) time. If the objective function is quadratic, then (Simple) can be solved in linear time by the algorithm by Brucker [2], and therefore (Simple) can be solved in \( O(n) \) time by the algorithm of Ibaraki and Katoh [14, Section 4.6].

Hochbaum [11] shows that the problem (GUB) can be reduced to the problem (Simple) by solving a “disjoint” family of the problems (Simple) which can be obtained from the given instance of (GUB). It follows from this observation that the problem (GUB) with quadratic objective function can be solved in \( O(n) \) time as well.

**Separable convex function minimization under linear constraints** Hochbaum and Shanthikumar [13] apply continuous relaxation approach to the following separable convex function minimization problem under linear constraints and integrality constraint:

\[
\begin{align*}
\text{(IP)} \quad & \text{Minimize} \quad \sum_{i=1}^{n} f_i(x(i)) \quad \text{subject to} \quad Ax \geq b, \quad x \in \mathbb{Z}^n, \\
\end{align*}
\]

where \( f_i : \mathbb{R} \to \mathbb{R} \) (\( i \in N \)) is a family of univariate convex functions, \( A \) is an integral \( m \times n \) matrix, and \( b \in \mathbb{Z}^m \). We denote by \( \Delta \in \mathbb{Z}_+ \) the maximum absolute value of a subdeterminant of the matrix \( A \). For this problem the continuous relaxation (IP) can be easily obtained by removing the integrality constraint “\( x \in \mathbb{Z}^n \)” It is easy to see that each of the problems (Simple), (GUB), (Nest), (Tree), (Network), and (Laminar) can be formulated as the problem (IP) with \( \Delta = 1 \), while \( \Delta = O(2^n) \) for the problem (SC).

For the problem (IP) the following proximity theorem is known:

**Theorem 2.4** ([13, Theorem 3.3]).

(i) For every optimal solution \( y^*_i \in \mathbb{Z}^n \) to (IP), there exists an optimal solution \( x^*_i \in \mathbb{R}^n \) to (IP) such that \( \| x^*_i - y^*_i \|_\infty \leq n \Delta \).

(ii) For every optimal solution \( x^*_i \in \mathbb{R}^n \) to (IP), there exists an optimal solution \( y^*_i \in \mathbb{Z}^n \) to (IP) such that \( \| y^*_i - x^*_i \|_\infty \leq n \Delta \).

Using this proximity theorem an efficient algorithm for (IP) is devised in [13]. We note that Granot and Skorin-Kapov [9] discuss the special case of (IP) with a separable quadratic objective function and obtain a similar proximity result.
Resource allocation problem under a submodular constraint. A continuous relaxation approach for the problem (SC) is proposed by Hochbaum [11], where the following “proximity theorem” is stated:

**Statement A (Corollary 4.3 in [11])**

(i) For every optimal solution $y_s \in \mathbb{Z}^n$ to (SC), there exists some optimal solution $x_s \in \mathbb{R}^n$ to (SC) such that $y_s - 1 < x_s < y_s + n\mathbf{1}$.

(ii) For every optimal solution $x_s \in \mathbb{R}^n$ to (SC), there exists some optimal solution $y_s \in \mathbb{Z}^n$ to (SC) such that $y_s - 1 < x_s < y_s + n\mathbf{1}$.

In particular, the claim (ii) in Statement A implies that the vector $u = x_s + 1$ is an upper bound of some optimal solution to (SC). This observation is used in [12] to devise efficient algorithms for special cases of (SC) with quadratic objective functions.

Statement A, however, is incorrect; indeed, Example 2.5 below shows that Statement A does not hold even for the problem (Simple) with a quadratic objective function, which is a very special case of (SC).

**Example 2.5.** Let $\delta$ be a sufficiently small positive number with $\delta < 1$. We consider the problem (Simple), where $K = n - 1$, $u(i) = +\infty$ ($i \in N$), and

$$f_i(\alpha) = \delta \alpha \quad (\alpha \in \mathbb{R}),$$

$$f_i(\alpha) = (\alpha - 0.5 + \delta)^2 \quad (\alpha \in \mathbb{R}, \ i = 2, 3, \ldots, n).$$

It is noted that $f_i(1) - f_i(0) = 2\delta > \delta$ for $i = 2, 3, \ldots, n$. Hence, an optimal solution $y_s \in \mathbb{Z}^n$ to the problem (Simple) is uniquely given by $y_s = (n - 1, 0, \ldots, 0)$. On the other hand, for $i = 2, 3, \ldots, n$ the slope of the function $f_i$ is equal to $\delta$ if $\alpha = (1 - \delta)/2$ and more than $\delta$ if $\alpha > (1 - \delta)/2$. Therefore, an optimal solution $x_s \in \mathbb{R}^n$ to the continuous relaxation (Simple) is uniquely given by

$$x_s = \left( \frac{(n - 1)(1 + \delta)}{2}, \frac{1 - \delta}{2}, \frac{1 - \delta}{2}, \ldots, \frac{1 - \delta}{2} \right).$$

Since $\delta$ is a sufficiently small positive number, we have

$$y_s(1) - x_s(1) = (n - 1) - \frac{(n - 1)(1 + \delta)}{2} = \frac{(n - 1)(1 - \delta)}{2}.$$

This implies that if $n \geq 4$ then $y_s(1) - x_s(1) > 1$ holds, and therefore the inequality $y_s - 1 < x_s$ does not hold.

The continuous relaxation approach in [11] is applied to special cases of (SC) with quadratic objective functions in Hochbaum and Hong [12]. To develop efficient algorithms based on continuous relaxation, Hochbaum and Hong [12] propose fast algorithms for the problems (Nest), (Tree), and (Network) with quadratic objective functions.

**Theorem 2.6 (12).**

(i) (Nest) and (Tree) can be solved in $O(n \log n)$ time if objective functions are quadratic.

(ii) (Network) can be solved in $O(|V||A| \log(|V|^2/|A|))$ time if the objective function is quadratic.
Based on these results and Statement A above, efficient algorithms for (Nest), (Tree), and (Network) with quadratic objective functions are developed [12], and the time complexity of each algorithm is \( O(n \log n) \) for (Nest), \( O(n \log n) \) for (Tree), and \( O(|V| |A| \log(|V|^2 / |A|)) \) for (Network). These algorithms for (Nest), (Tree), and (Network) are, however, no longer valid since Statement A is incorrect.

Instead of Statement A, we can use the following property which is an immediate corollary of Theorem 2.4 (ii). Recall that \( \Delta = 1 \) holds in Theorem 2.4 for the problems (Nest), (Tree), and (Network).

**Proposition 2.7.** Let \( x_\ast \in \mathbb{R}^n \) be an optimal solution to \( (\text{Nest}) \), \( (\text{Tree}) \), and \( (\text{Network}) \), respectively. Then, there exists an optimal solution \( y_\ast \in \mathbb{Z}^n \) to \( (\text{Nest}) \), \( (\text{Tree}) \), and \( (\text{Network}) \), respectively, satisfying \( y_\ast \geq x_\ast - n1 \) and \( \| y_\ast - (x_\ast - n1) \|_1 = O(n^2) \).

This property shows that the vector \( \ell = x_\ast - n1 \) can be used as a lower bound of an optimal solution to (Nest), (Tree), and (Network). Using this fact and a similar technique as in [12] we can show that (Nest), (Tree), and (Network) can be solved in time \( O(n^2 \log n) \), \( O(n^2 \log n) \), and \( O(n^2 |A| + |V| |A| \log(|V|^2 / |A|)) \), respectively, which are worse than the bounds shown in [12] by a factor of \( n \).

In this paper, we will prove an alternative proximity theorem for (SC) (Theorem 1.5), and devise efficient algorithms for (Nest), (Tree), and (Network) based on continuous relaxation which have better time complexity than those mentioned above.

**Remark 2.8.** Example 2.5 shows that for an optimal solution \( x_\ast \) to the continuous relaxation (Simple), the vector \( \lfloor x_\ast \rfloor \) cannot be an upper bound of any optimal solution to the original problem (Simple). The following example shows that the vector \( \lfloor x_\ast \rfloor \) cannot be a lower bound of any optimal solution to (Simple).

**Example 2.9.** Let \( \delta \) be an arbitrarily chosen small positive number with \( \delta < 1 \) and put \( \eta = 3\delta(1 - \delta) - \delta = 2\delta - 3\delta^2 \) \((> 0)\). We consider the problem (Simple), where \( K = n - 1 \), \( u(i) = +\infty \) \((i \in N)\), and

\[
f_i(\alpha) = 2\delta \alpha \quad (\alpha \in \mathbb{R}), \quad f_i(\alpha) = \max \left\{ -\frac{\eta}{\delta} (\alpha - \delta), 3\delta (\alpha - \delta) \right\} \quad (\alpha \in \mathbb{R}, \, i = 2, 3, \ldots, n).
\]

For \( i = 2, 3, \ldots, n \), it holds that

\[
f_i(\alpha + 2) - f_i(\alpha + 1) = 3\delta > \delta = f_i(1) - f_i(0) \quad (\forall \alpha \in \mathbb{Z}_+),
\]

\[
f_i(1) - f_i(0) = \delta < 2\delta = f_i(\alpha + 1) - f_i(\alpha) \quad (\forall \alpha \in \mathbb{Z}_+).
\]

These inequalities imply that the vector \( y_\ast = (0, 1, \ldots, 1) \) is the unique optimal solution to (Simple). On the other hand, for \( i = 2, 3, \ldots, n \), the slope \(-\eta / \delta\) of the function \( f_i \) in the interval \([0, \delta]\) is strictly smaller than the slope \(2\delta\) of the function \( f_i \), and the slope \(3\delta\) of the function \( f_i \) in the interval \([\delta, +\infty)\) is strictly larger than \(2\delta\). Hence, an optimal solution \( x_\ast \in \mathbb{R}^n \) to the continuous relaxation (Simple) is uniquely given as \( x_\ast = ((n - 1)(1 - \delta), \delta, \ldots, \delta) \). If \( n \geq 3 \) then the inequality \( y_\ast \geq \lfloor x_\ast \rfloor \) does not hold.

On the other hand, the following weaker statement holds for the problem (Simple) [17, Theorem 2] (see also [14, Section 4.6]):
For every optimal solution \( x_*, y_* \in \mathbb{R}^n \) to (Simple), there exists some optimal solution \( y_* \in \mathbb{Z}^n \) to (Simple) satisfying either \( y_* \leq [x_*) \) or \( y_* \geq [x_*] \) (or both).

\[ \square \]

**L-convex function minimization** Continuous relaxation approach is also applied to L-convex function minimization. The concept of L-convex function is introduced by Murota [22] as a class of discrete convex functions on integer lattice points. L-convex functions and M-convex functions form two distinct classes of discrete convex functions that are conjugate to each other under the Legendre-Fenchel transformation (see [24] for details).

A function \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) is said to be L-convex if it satisfies the following properties:

1. **(LF1[Z])** \( g \) is submodular, i.e., \( g(x) + g(y) \geq g(x \lor y) + g(x \land y) \) for all \( x, y \in \text{dom}_Z g \),
2. **(LF2[Z])** \( \exists r \in \mathbb{R} \) such that \( g(x + 1) = g(x) + r \) for all \( x \in \text{dom}_Z g \).

When we discuss the minimization of an L-convex function, we consider the case where the value \( r \) in (LF2[Z]) is zero, since otherwise a minimizer of \( g \) does not exist. A typical example of an L-convex function is a function \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) defined by

\[
g(x) = \sum_{i,j \in N, i \neq j} g_{ij}(x(i) - x(j)) \quad (x \in \mathbb{Z}^n),
\]

where \( g_{ij} : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) (\( i, j \in N, i \neq j \)) is a family of univariate convex functions.

We consider the minimization of an L-convex function \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \). To define a continuous relaxation of L-convex function minimization, we use the concept of closed proper L-convex function; a closed proper convex function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) is said to be L-convex if it satisfies the following properties:

1. **(LF1[R])** \( f \) is submodular, i.e., \( f(x) + f(y) \geq f(x \lor y) + f(x \land y) \) for all \( x, y \in \text{dom}_R f \),
2. **(LF2[R])** \( \exists r \in \mathbb{R} \) such that \( f(x + \lambda 1) = f(x) + \lambda r \) for all \( x \in \text{dom}_R f \) and \( \lambda \in \mathbb{R} \).

The restriction of a closed proper L-convex function to integer lattice points is an L-convex function.

**Proposition 2.10 ([20]).** Let \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) be a closed proper L-convex function. For any positive real number \( \alpha \), define a function \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) by \( g(x) = f(\alpha x) \) \( (x \in \mathbb{Z}^n) \). Then, \( g \) is an L-convex function on the integer lattice points, i.e., satisfies (LF1[Z]) and (LF2[Z]).

On the other hand, it is known that for every L-convex function \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) on integer lattice points, there exists a closed proper L-convex function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) such that \( f(x) = g(x) \) for all \( x \in \mathbb{Z}^n \) [24, 28]. Hence, the minimization of such a closed proper L-convex function \( f \) can be used as a continuous relaxation for the minimization of an L-convex function \( g \).

The following proximity result is shown for L-convex function minimization.
Theorem 2.11 ([20]). Let \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) be an \( L \)-convex function, and \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) be a closed proper \( L \)-convex function such that \( f(x) = g(x) \) for all \( x \in \mathbb{Z}^n \).

(i) For every \( y_s \in \text{arg\,min}_z g \), there exists some \( x_s \in \text{arg\,min}_r f \) such that \( \|x_s - y_s\|_\infty < n - 1 \).

(ii) For every \( x_s \in \text{arg\,min}_r f \), there exists some \( y_s \in \text{arg\,min}_z g \) such that \( \|y_s - x_s\|_\infty < n - 1 \).

This theorem is shown by using Proposition 2.10 and the following proximity result concerning a scaled problem (see [24, Theorem 7.18]).

Theorem 2.12. Let \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) be an \( L \)-convex function. Let \( \alpha \) be a positive integer, and define \( g_\alpha : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) by \( g_\alpha(x) = g(\alpha x) \) (\( x \in \mathbb{Z}^n \)). Assume that \( \text{dom}_z g_\alpha \neq \emptyset \).

(i) For every \( y_s \in \text{arg\,min}_z g \), there exists some \( x_s \in \text{arg\,min}_z g_\alpha \) such that \( \|\alpha x_s - y_s\|_\infty \leq (n - 1)(\alpha - 1) \).

(ii) For every \( x_s \in \text{arg\,min}_z g_\alpha \), there exists some \( y_s \in \text{arg\,min}_z g \) such that \( \|y_s - \alpha x_s\|_\infty \leq (n - 1)(\alpha - 1) \).

Note that neither (MC) nor (SC) is a special case of \( L \)-convex function minimization, and therefore Theorem 2.11 cannot be applied.

**M-convex function minimization** Although there is no proximity result concerning the continuous relaxation of (MC) so far, the following proximity theorem concerning the scaled problem of (MC) is shown in [18, Theorem 3.4] (see also [24, Theorem 6.37]):

Theorem 2.13. Let \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) be an \( M \)-convex function. Let \( \alpha \) be a positive integer, and define \( g_\alpha : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) by \( g_\alpha(x) = g(\alpha x) \) (\( x \in \mathbb{Z}^n \)). Assume that \( \text{dom}_z g_\alpha \neq \emptyset \).

(i) For every \( y_s \in \text{arg\,min}_z g \), there exists some \( x_s \in \text{arg\,min}_z g_\alpha \) such that \( \|\alpha x_s - y_s\|_\infty \leq (n - 1)(\alpha - 1) \).

(ii) For every \( x_s \in \text{arg\,min}_z g_\alpha \), there exists some \( y_s \in \text{arg\,min}_z g \) such that \( \|y_s - \alpha x_s\|_\infty \leq (n - 1)(\alpha - 1) \).

It seems that a proximity theorem concerning the continuous relaxation of (MC) can be easily shown by using Theorem 2.13, in a similar way as Theorem 2.11 for \( L \)-convex function minimization. This approach, however, does not work since a statement similar to Proposition 2.10 does not hold for closed proper \( M \)-convex functions; it is also noted that \( g_\alpha \) in Theorem 2.13 above is not necessarily \( M \)-convex.

### 3 Algorithms based on continuous relaxation

In this section we propose a new algorithm for the problem (MC) based on continuous relaxation. For this, we firstly propose in Section 3.1 a new greedy-type algorithm for (MC), which will be used within the continuous relaxation algorithm proposed in Section 3.2. The continuous relaxation algorithm is then applied to some special cases of (MC) such as (Laminar), (Nest), (Tree), and (Network) in Sections 3.3 and 3.4, which yields the best time complexity bounds for these special cases.

Throughout this section, we assume that \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \) is an \( M \)-convex function.
3.1 New greedy algorithm for M-convex function minimization

We propose a new greedy-type algorithm for the problem (MC). This greedy algorithm will be used in the algorithm based on continuous relaxation. The algorithm is similar to but runs faster than the existing greedy algorithms proposed in [18, 35].

The algorithm is based on the following optimality condition of the problem (MC).

Lemma 3.1 ([21, Theorem 2.4], [23, Theorem 2.2]). For a vector $y \in \arg \min g$, it holds that $y \in \arg \min g$ if and only if $g(y - \chi_i + \chi_j) \geq g(y)$ holds for all $i, j \in N$.

By using a local information of a given vector, we can get a useful information of the area containing a minimizer of an M-convex function.

Lemma 3.2 ([34, Theorem 2.2]). Suppose that $\arg \min g \neq \emptyset$. Let $y \in \text{dom} g$ and $h \in N$.

(i) Suppose that element $i \in N$ satisfies the condition

$$g(y + \chi_i - \chi_h) = \min_{i'} \in N g(y + \chi_{i'} - \chi_h).$$

Then, there exists some $y_s \in \arg \min g$ satisfying $y_s(i) \geq (y + \chi_i - \chi_h)(i) = y(i) + 1 - \chi_h(i)$.

(ii) Suppose that element $j \in N$ satisfies the condition

$$g(y + \chi_h - \chi_j) = \min_{j'} \in N g(y + \chi_{j'} - \chi_h).$$

Then, there exists some $y_s \in \arg \min g$ satisfying $y_s(j) \leq (y + \chi_h - \chi_j)(j) = y(j) - 1 + \chi_h(j)$.

Lemma 3.3. Let $y \in \text{dom} g$ and $h \in N$.

(i) Suppose that there exists some $y_s \in \arg \min g$ satisfying $y_s(h) \leq y(h) - 1$. Then, there exists $i \in N$ satisfying $i \neq h$ and $g(y + \chi_i - \chi_h) = \min_{i'} \in N g(y + \chi_{i'} - \chi_h)$.

(ii) Suppose that there exists some $y_s \in \arg \min g$ satisfying $y_s(h) \geq y(h) + 1$. Then, there exists $j \in N$ satisfying $j \neq h$ and $g(y + \chi_h - \chi_j) = \min_{j'} \in N g(y + \chi_{j'} - \chi_h)$.

Proof. We prove (i) only since (ii) can be shown similarly. It suffices to show that there exists $i \in N \setminus \{h\}$ satisfying $g(y + \chi_i - \chi_h) \leq g(y)$. Since $h \in \supp^+(y - y_s)$, the property (M-EXC[Z]) for $g$ implies that there exists $i \in \supp^+(y - y_s)$ such that

$$g(y) + g(y_s) \geq g(y - \chi_h + \chi_i) + g(y_s + \chi_h - \chi_i).$$

(3.3)

Since $y_s \in \arg \min g$, we have $g(y_s + \chi_h - \chi_i) \geq g(y_s)$, which, together with (3.3), implies $g(y) \geq g(y - \chi_h + \chi_i)$. Note that $i \neq h$ holds. \hfill \square

Lemma 3.4. Let $i, j \in N$, and $\alpha, \beta \in \mathbb{Z}$. Suppose that there exist some $y', y'' \in \arg \min g$ satisfying $y'(i) \geq \alpha$ and $y''(j) \leq \beta$.

(i) If $j \neq i$, then there exists some $y_s \in \arg \min g$ satisfying both of $y_s(i) \geq \alpha$ and $y_s(j) \leq \beta$.

(ii) If $j = i$ and $\alpha \leq \beta$, then there exists some $y_s \in \arg \min g$ satisfying $\alpha \leq y_s(i) \leq \beta$.

Proof. Let $y'$ be a minimizer of $g$ satisfying $y'(i) \geq \alpha$. Let $y''$ be a minimizer of $g$ satisfying $y''(j) \leq \beta$, and suppose that $y''$ has the maximum value of $y''(i)$ among all minimizers with $y''(j) \leq \beta$. Assume, to the contrary, that $y''(i) < \alpha$ holds. Since $i \in \supp^+(y' - y'')$, the property (M-EXC[Z]) for $g$ implies that there exists $h \in \supp^+(y' - y'')$ such that

$$g(y') + g(y'') \geq g(y' - \chi_i + \chi_h) + g(y'' + \chi_i - \chi_h).$$
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Since $y', y'' \in \text{arg min}_Z g$, this inequality implies that $y' - \chi_i + \chi_h, y'' - \chi_i - \chi_h \in \text{arg min}_Z g$. Put $y_s = y' + \chi_i - \chi_h$. If $j \neq i$, then we have $y_s \in \text{arg min}_Z g, y_s(j) \leq y''(j) \leq \beta$, and $y_s(i) > y''(i)$, a contradiction to the choice of $y''$. If $j = i$ and $\alpha \leq \beta$, then we have $y_s \in \text{arg min}_Z g$ and $y''(i) < y_s(i) \leq \alpha \leq \beta$, a contradiction to the choice of $y''$. Hence, $y''(i) \geq \alpha$ holds for each case. 

For vectors $\ell \in (Z \cup \{-\infty\})^n$ and $u \in (Z \cup \{+\infty\})^n$, we define a function $g^\ell_u : Z^n \to \mathbb{R} \cup \{+\infty\}$ by

$$g^\ell_u(y) = \begin{cases} g(y) & \text{(if } \ell \leq y \leq u), \\ +\infty & \text{(otherwise)}, \end{cases} \quad (y \in Z^n).$$

M-convexity of a function is preserved under this restriction operation.

**Lemma 3.5 ([21, Lemma 2.5]).** For vectors $\ell \in (Z \cup \{-\infty\})^n$ and $u \in (Z \cup \{+\infty\})^n$, the function $g^\ell_u : Z^n \to \mathbb{R} \cup \{+\infty\}$ defined by (3.4) is M-convex if $\text{dom}_Z g^\ell_u = \{y \in Z^n \mid y \in \text{dom}_Z g, \ell \leq y \leq u\} \neq \emptyset$.

We now describe an algorithm for (MC). We assume that an initial vector $y^* \in \text{dom}_Z g$ is given in advance.

**Algorithm** NewGreedy

**Step 0:** Set $y := y^*$, and $\ell(k) := -\infty$ and $u(k) := +\infty$ for all $k \in N$.

**Step 1:** Let $h \in N$ be an arbitrarily chosen element with $\ell(h) < u(h)$.

**Step 2:** Find $i_1 \in N$ that minimizes $g(y + \chi_{i_1} - \chi_h)$ under the constraint $\ell \leq y + \chi_{i_1} - \chi_h \leq u$.

**Step 3:** Find $i_2 \in N$ that minimizes $g(y - \chi_{i_2} + \chi_h)$ under the constraint $\ell \leq y - \chi_{i_2} + \chi_h \leq u$.

**Step 4:** If $h = i_1 = i_2$, then go to Step 5; if $h \neq i_1$, then go to Step 6; otherwise (i.e., $h \neq i_2$), go to Step 7.

**Step 5:** Set $\ell(h) := y(h)$, $u(h) := y(h)$, and go to Step 6.

**Step 6:** Find $j_1 \in N \setminus \{i_1\}$ that minimizes $g(y + \chi_{i_1} - \chi_{j_1})$ under the constraint $\ell \leq y + \chi_{i_1} - \chi_{j_1} \leq u$. Set $\ell(i_1) := y(i_1) + 1$, $u(j_1) := y(j_1) - 1$, and $y := y + \chi_{i_1} - \chi_{j_1}$. Go to Step 8.

**Step 7:** Find $j_2 \in N \setminus \{i_2\}$ that minimizes $g(y - \chi_{i_2} + \chi_{j_2})$ under the constraint $\ell \leq y - \chi_{i_2} + \chi_{j_2} \leq u$. Set $u(i_2) := y(i_2) - 1$, $\ell(j_2) := y(j_2) + 1$, and $y := y - \chi_{i_2} + \chi_{j_2}$. Go to Step 8.

**Step 8:** If every element $k \in N$ satisfies $\ell(k) = u(k)$, then output $y$ and stop ($y$ is a minimizer of $g$); otherwise, go to Step 1.

We first prove the correctness of the algorithm.

**Lemma 3.6.** The interval $[\ell, u]$ always contains a minimizer of $g$.

**Proof.** We prove the statement of the lemma by induction on the number of iterations. It is obvious that $[\ell, u]$ contains a minimizer of $g$ at the beginning of the algorithm.

First of all, assume that $h = i_1 = i_2$ holds in Step 4. We consider the function $g^\ell_u$ defined by (3.4), which is M-convex by Lemma 3.5. By induction hypothesis, it holds that $\text{arg min}_Z g^\ell_u \subseteq \text{arg min}_Z g$. We see from Lemma 3.2 applied to $g^\ell_u$ that there exist $y', y'' \in \text{arg min}_Z g^\ell_u$ satisfying $y'(h) \geq y(h)$ and $y''(h) \leq y(h)$. Then, Lemma 3.4 (ii) implies that there exists $y_s \in \text{arg min}_Z g^\ell_u$...
with \( y(h) \leq y_i(h) \leq y(h) \). Hence, \([\ell, u]\) contains a minimizer of \( g \) after the update of \( \ell(h) \) and \( u(h) \) in Step 5.

We then consider the case where \( h \neq i_1 \) holds in Step 4. We see from Lemma 3.2 (i) applied to \( g^u_i \) that there exists \( y' \in \arg\min_Z g^u_i \) satisfying \( y'(i_1) \geq y(i_1) + 1 \). By Lemma 3.2 (ii) and Lemma 3.3 (ii), there exists \( y'' \in \arg\min_Z g^u_i \) satisfying \( y''(j_1) \leq y(j_1) - 1 \). Then, Lemma 3.4 (i) implies that there exists \( y_\ast \in \arg\min_Z g^u_i \) satisfying both of \( y_\ast(i_1) \geq y(i_1) + 1 \) and \( y_\ast(j_1) \leq y(j_1) - 1 \). Hence, \([\ell, u]\) contains a minimizer of \( g \) after the update of \( \ell(i_1) \) and \( u(j_1) \) in Step 6.

The case where \( h \neq i_2 \) holds in Step 4 can be dealt with in a similar way as the previous case. This concludes the proof. \( \square \)

We denote by \( y_{\text{out}} \) the output of the algorithm. The vector \( y_{\text{out}} \) satisfies \( y_{\text{out}} = \ell = u \), i.e., \( y_{\text{out}} \) is the unique vector in the interval \([\ell, u]\) when the algorithm terminates. Hence, \( y_{\text{out}} \) is a minimizer of \( g \) by Lemma 3.6.

We then analyze the number of iterations.

**Lemma 3.7.** If Step 6 or Step 7 is executed, then \( \|y - y_{\text{out}}\|_1 \) reduces by two.

**Proof.** The vector \( y_{\text{out}} \) is always contained in the interval \([\ell, u]\) since the vector \( \ell \) (resp., \( u \)) is nondecreasing (resp., nonincreasing) in each iteration. We consider the case where Step 6 is executed since the case of Step 7 can be dealt with similarly. Let \( y_{\text{old}} \) (resp., \( y_{\text{new}} \)) the vector \( y \) before the update (resp., after the update) in Step 6. We also denote by \( \ell_{\text{new}} \) and \( u_{\text{new}} \) the vectors \( \ell \) and \( u \) after the update in Step 6. Then, we have

\[
y_{\text{out}}(i_1) = y_{\text{old}}(i_1) + 1 = y_{\text{new}}(i_1) > y_{\text{old}}(i_1),
\]

\[
y_{\text{out}}(j_1) = y_{\text{old}}(j_1) - 1 = y_{\text{new}}(j_1) < y_{\text{old}}(j_1).
\]

Hence, we have \( \|y_{\text{new}} - y_{\text{out}}\|_1 = \|y_{\text{old}} - y_{\text{out}}\|_1 - 2 \). \( \square \)

**Lemma 3.8.** The algorithm NEWGREEDY terminates in \( O(n + \|y^* - y_{\text{out}}\|_1) \) iterations.

**Proof.** Once the equation \( \ell(h) = u(h) \) is satisfied for some \( h \in N \), this equation is always satisfied in the following iterations since the vector \( \ell \) (resp., \( u \)) is nondecreasing (resp., nonincreasing) in each iteration. Hence, Step 5 is executed at most \( n \) times. In addition, the value \( \|y - y_{\text{out}}\|_1 \) remains the same after the execution of Step 5. By Lemma 3.7, the value \( \|y - y_{\text{out}}\|_1 \) decreases by two whenever Step 6 or 7 is executed. Since the initial value of \( \|y - y_{\text{out}}\|_1 \) is \( \|y^* - y_{\text{out}}\|_1 \), Steps 6 and 7 are executed \( \|y^* - y_{\text{out}}\|_1 / 2 \) times. Hence, the algorithm NEWGREEDY terminates in \( O(n + \|y^* - y_{\text{out}}\|_1) \) iterations. \( \square \)

It is easy to see that each iteration of the algorithm can be done in \( O(nF) \) time, where \( F \) denotes the time to evaluate the value \( g(y) \) of the given M-convex function \( g \) and a given vector \( y \in \mathbb{Z}^n \). Hence, we obtain the following result.

**Theorem 3.9.** The algorithm NEWGREEDY outputs a minimizer of an M-convex function \( g \) in \( O(nF(n + \|y^* - y_{\text{out}}\|_1)) \) time.
Note that in the special case of (SC), $F$ represents the time to check whether a given vector is feasible, plus the time to evaluate the value of the objective function if a given vector is feasible.

We see from Theorem 3.9 that the running time of the algorithm NEWGREEDY depends on the distance between the initial vector $y^*$ and the minimizer $y_{\text{out}}$ of the M-convex function $g$ computed by the algorithm. With a slight modification as in [25], the algorithm always finds a minimizer of $g$ having the smallest $L_1$ distance from $y^*$.

Our idea is to consider a perturbed function

$$g_\varepsilon(y) = g(y) + \varepsilon \|y^* - y\|_1 \quad (y \in \mathbb{Z}^n)$$

instead of the original function $g$, where $\varepsilon$ is a sufficiently small positive number. Note that $\varepsilon \|y^* - y\|_1$ is a separable convex function in $y$, and M-convexity of a function is preserved by the addition of a separable convex function [24, Theorem 6.13]. Hence, $g_\varepsilon$ is an M-convex function. Due to the choice of $\varepsilon$, we have $y_s \in \arg \min_{\mathbb{Z}} g_\varepsilon$ if and only if $y_s \in \arg \min_{\mathbb{Z}} g$ and $\|y^* - y_s\|_1 = \min \{ \|y^* - y\|_1 \mid y \in \arg \min_{\mathbb{Z}} g \}$. Hence, it suffices to find a minimizer of $g_\varepsilon$.

Suppose that we apply the algorithm NEWGREEDY to the perturbed function $g_\varepsilon$. This amounts to using the following rules in Steps 2, 3, 6, and 7:

**Rule 1** Suppose that we want to find an element $i$ that minimizes $g(y + \chi_i - \chi_h)$ under the constraint $\ell \leq y + \chi_i - \chi_h \leq u$. If there exists such $i$ satisfying $y(i) < y^*(i)$, then we take it; otherwise we take any such element.

**Rule 2** Suppose that we want to find an element $i$ that minimizes $g(y - \chi_i + \chi_h)$ under the constraint $\ell \leq y - \chi_i + \chi_h \leq u$. If there exists such $i$ satisfying $y(i) > y^*(i)$, then we take it; otherwise we take any such element.

**Theorem 3.10.** The algorithm NEWGREEDY with the rules (Rule 1) and (Rule 2) finds a minimizer $y_s$ of an M-convex function $g$ satisfying $\|y^* - y_s\|_1 = \min \{ \|y^* - y\|_1 \mid y \in \arg \min_{\mathbb{Z}} g \}$ in $O(nF(n + \min \{ \|y^* - y\|_1 \mid y \in \arg \min_{\mathbb{Z}} g \}))$ time.

### 3.2 Algorithm based on continuous relaxation

We propose a new algorithm for (MC) based on continuous relaxation. Assume that we are given a closed proper M-convex function $f : \mathbb{R}^n \to \mathbb{R} \cup \{-\infty\}$ such that $f(y) = g(y)$ ($\forall y \in \mathbb{Z}^n$) and $\text{dom}_\mathbb{R} f$ is the closed convex hull of $\text{dom}_\mathbb{Z} g$. The algorithm is described as follows.

**Algorithm Continuous**

**Step 1:** Compute a minimizer $x_\star \in \text{dom}_\mathbb{R} f$ of the closed proper M-convex function $f$.

**Step 2:** Compute an integral vector $y^* \in \text{dom}_\mathbb{Z} g$ with $\|y^* - x_\star\|_1 < n$.

**Step 3:** Apply the algorithm NEWGREEDY to the M-convex function $g$,

where we use $y^*$ as an initial vector.

We note that $\text{dom}_\mathbb{R} f$ is an integral base polyhedron since it is the closed convex hull of the M-convex set $\text{dom}_\mathbb{Z} g$ (see Section 2.2). Hence, for any $x \in \text{dom}_\mathbb{R} f$ there exists an integral vector $y \in \text{dom}_\mathbb{R} f \cap \mathbb{Z}^n = \text{dom}_\mathbb{Z} g$ satisfying $\|y - x\|_{\infty} < 1$ (see [6, 24]), and such a vector $y$ satisfies $\|y - x_\star\|_1 < n$. For some special cases of (MC) such as (Laminar) and (Network), we can compute such an integral vector efficiently, as explained later.
We see from Corollary 1.4 that there exists some \( y_s \in \arg \min g \) such that \( \| y_s - x_s \|_1 < n(n - 1) \). Hence, the vector \( y^* \) computed in Step 2 satisfies

\[
\| y_s - y^* \|_1 \leq \| y_s - x_s \|_1 + \| x_s - y^* \|_1 < n(n - 1) + n = n^2.
\]

This, together with Theorem 3.10, implies that the algorithm NEWGREEDY in Step 3 terminates in \( O(n^3F) \) time.

We denote by \( T_{\text{relax}} \) the time required by Step 1, i.e., the time required for solving the continuous relaxation (MC), and by \( T_{\text{round}} \) the time required by Step 2. Then, the algorithm CONTINUOUS finds an optimal solution to (MC) in \( O(T_{\text{relax}} + T_{\text{round}} + n^3F) \) time. This concludes the proof of Theorem 1.7.

### 3.3 Application to laminar convex resource allocation problem

We apply the continuous relaxation algorithm CONTINUOUS proposed in Section 3.2 to the problem (Laminar). In particular, we consider the case where the objective function is given by a quadratic function, and prove Theorem 1.9. In the following, it is assumed that we are given a formulation of (Laminar) as a convex cost flow problem on a tree network (for the convex cost flow formulation, see Section 2.3). Since we have a tree network representing the laminar family \( F \), for every \( X \in F \) we can find all children of \( X \) in \( O(k) \) time, where \( k \) is the number of children of \( X \); moreover, we can find the parent of \( X \) in \( O(1) \) time if \( X \neq N \). We also assume that for each function \( f_X (X \in F) \) used in the objective function of (Laminar), the function value can be evaluated in constant time.

We first explain how to compute an optimal solution \( x_s \in \mathbb{R}^n \) to (Laminar) with a quadratic objective function. Since this problem is equivalent to a quadratic convex cost real-valued flow problem on a tree network, it can be solved by the algorithm of Tamir [36] in \( O(n^2) \) time. Hence, Step 1 of the algorithm CONTINUOUS can be done in \( O(n^2) \) time, provided that the objective function is quadratic.

We next explain how to round an optimal solution \( x_s \in \mathbb{R}^n \) of (Laminar) to a feasible solution of (Laminar). We here use a network flow technique. Since the coefficient matrix defining the system of inequalities \( \ell_Y \leq x(Y) \leq u_Y \) \( (Y \in F) \) is totally unimodular, there exists an integral vector \( y \in \mathbb{Z}^n \) satisfying

\[
(\ell_Y \leq [x_s(Y)]) \leq y(Y) \leq [x_s(Y)] \leq u_Y \quad (\forall Y \in F) \tag{3.5}
\]

(see, e.g., [1, 33]). Note that the condition (3.5) implies that \( y \) is a feasible solution to (Laminar) with \( \| y - x_s \|_1 < n \) since \( \{i\} \in F \) for all \( i \in N \). An integral vector \( y \in \mathbb{Z}^n \) satisfying (3.5) can be computed in \( O(n) \) time, as follows.

For \( Y \in F \), let \( \ell'_Y = [x_s(Y)] \) and \( u'_Y = [x_s(Y)] \). To obtain a vector \( y \in \mathbb{Z}^n \) satisfying \( \ell'_Y \leq y(Y) \leq u'_Y \) \( (\forall Y \in F) \), we compute the value \( \phi_Y \) \( (Y \in F) \) satisfying the conditions

\[
\ell'_Y \leq \phi_Y \leq u'_Y \quad (\forall Y \in F),
\]

\[
\phi_N = K,
\]

\[
\phi_X = \sum \{ \phi_Y | Y \in F, Y is a child of X \} \quad (\forall X \in F, |X| \geq 2)
\]

in a top-down fashion.
Step 0: Put $\varphi_N = K$.

Step 1: If the value $\varphi_Y$ is computed for all $Y \in \mathcal{F}$, then stop, and output the vector $y \in \mathbb{Z}^n$ defined by $y(i) = \varphi_{\{i\}}$ ($i \in N$).

Step 2: Let $X \in \mathcal{F}$ be a set with $|X| \geq 2$ such that $\varphi_X$ is already computed but for some child $Y$ of $X$ the value $\varphi_Y$ is not computed. Let $Y_1, Y_2, \ldots, Y_k \in \mathcal{F}$ be all children of $X$. For $t = 1, 2, \ldots, k$, we assign the value $\ell'_{Y_t}$ or $u'_{Y_t}$ to $\varphi_{Y_t}$ appropriately, so that

$$\sum_{t=1}^k \varphi_{Y_t} = \varphi_X$$

holds. Go to Step 1.

Step 2 can be done in $O(k)$ time since the values $\ell'_{Y}, u'_{Y}$ satisfy the following properties:

$$u'_{Y} = \ell'_{Y} \text{ or } u'_{Y} = \ell'_{Y} + 1 \quad (\forall Y \in \mathcal{F}),$$

$$\sum_{t=1}^k \ell'_{Y_t} \leq \ell'_{X} \leq u'_{X} \leq \sum_{t=1}^k u'_{Y_t} \quad (\forall X \in \mathcal{F}, \ |X| \geq 2, \ Y_1, Y_2, \ldots, Y_k \in \mathcal{F} \text{: children of } X).$$

Since $|\mathcal{F}| = O(n)$, the algorithm described above runs in $O(n)$ time. This shows that Step 2 of the algorithm CONTINUOUS can be done in $O(n)$ time.

We finally show that Step 3 of the algorithm CONTINUOUS can be done in $O(n^2)$ time. We note that the vector $y^* \in \mathbb{Z}^n$ obtained in Step 2 satisfies $\|y^* - x_i\|_1 < n$, which, together with the proximity theorem for (Laminar) (Theorem 1.6), implies that there exists an optimal solution $y^* \in \mathbb{Z}^n$ to (Laminar) such that $\|y^* - y^*\|_1 < 3n$. Hence, the algorithm NEWGREEDY used in Step 3 of CONTINUOUS terminates in $O(n)$ iterations by Lemma 3.8. Since $|\mathcal{F}| = O(n)$, the evaluation of the objective function requires $O(n)$ time. Therefore, each iteration of NEWGREEDY requires $O(n^2)$ time if we use a naive implementation. This can be reduced to $O(n)$ time by using a network flow technique, as follows.

We again use the reformulation of (Laminar) as a convex cost flow problem on a tree network. We will construct a so-called residual network (or auxiliary network) of the convex cost flow problem (see, e.g., [1]). Given a feasible solution $y \in \mathbb{Z}^n$ to (Laminar), we construct a directed graph $G_y = (V, A_y)$, where $V = \{v_Y \mid Y \in \mathcal{F}\}$ and the arc set $A_y$ is given as

$$A_y = \{(v_{p(Y)}, v_Y) \mid Y \in \mathcal{F} \setminus \{N\}, \ y(Y) < u_Y\} \cup \{(v_Y, v_{p(Y)}) \mid Y \in \mathcal{F} \setminus \{N\}, \ y(Y) > \ell_Y\}.$$  

We then define the length of each arc as follows:

- for the arc of the form $(v_{p(Y)}, v_Y)$, its length is $f_Y(y(Y) + 1) - f_Y(y(Y))$;
- for the arc of the form $(v_Y, v_{p(Y)})$, its length is $f_Y(y(Y) - 1) - f_Y(y(Y))$.

We note that $\{f_Y(y(Y) + 1) - f_Y(y(Y))\} + \{f_Y(y(Y) - 1) - f_Y(y(Y))\} \geq 0$ since $f_Y$ is a convex function. This implies that the graph $G_y$ does not contain a directed cycle of negative length.

We see that for $i, j \in N$, the vector $y - \chi_i + \chi_j$ is a feasible solution to (Laminar) if and only if there exists a directed path from the node $v_{\{i\}}$ to the node $v_{\{j\}}$. If $y - \chi_i + \chi_j$ is feasible for some $i, j \in N$, then it holds that

$$f_{\text{sum}}(y - \chi_i + \chi_j) - f_{\text{sum}}(y) = \text{the length of a shortest directed path from } v_{\{i\}} \text{ to } v_{\{j\}},$$

where $f_{\text{sum}}(y') = \sum_{Y \in \mathcal{F}} f_Y(y'(Y))$ for $y' \in \mathbb{Z}^n$. Since the underlying (undirected) graph of $G_y$ is a tree, a shortest path from some node to another node is uniquely determined. For a fixed $i \in N$, we can compute the length of the shortest directed path from $v_{\{i\}}$ to $v_{\{j\}}$ for all $j \in N$
in $O(n)$ time by using a linear-time graph search algorithm. Similarly, for a fixed $i \in N$, we can also compute the length of the directed simple path from $v_{ij}$ to $u_{ij}$ for all $j \in N$ in $O(n)$ time. This shows that each iteration of the algorithm NEWGREEDY can be done in $O(n)$ time.

Summarizing the discussion above, we can solve the problem (Laminar) in $O(n^2)$ time if the objective function is quadratic. This concludes the proof of Theorem 1.9. Since the problems (Nest) and (Tree) are special cases of (Laminar), we obtain the following results as a corollary of Theorem 1.9.

**Corollary 3.11.** The problems (Nest) and (Tree) can be solved in $O(n^2)$ time if the objective functions are quadratic.

It should be mentioned that by Theorem 2.6 the continuous relaxation problems (Nest) and (Tree) of (Nest) and (Tree), respectively, can be solved in $O(n \log n)$ time, which is smaller than the bound $O(n^2)$ for (Laminar). This does not affect the running time of the algorithm CONTINUOUS since Step 3 requires $O(n^2)$ time even for (Nest) and (Tree). It is an open question whether there exist $O(n \log n)$-time algorithms for (Nest) and (Tree) with quadratic objective functions.

### 3.4 Application to network resource allocation problems

We apply the continuous relaxation algorithm CONTINUOUS proposed in Section 3.2 to the problem (Network), which is a special case of (SC). We consider the case where the objective function is given by a quadratic function. In the following, we assume that for each function $f_i$ ($i \in N$) used in the objective function of (Network), the function value can be evaluated in constant time.

We firstly consider Step 1 of the algorithm CONTINUOUS, where the continuous relaxation problem (Network) is solved. By Theorem 2.6, (Network) can be solved in $O(|V| |A| \log(|V|^2 / |A|))$ time if the objective function is quadratic, where $V$ and $A$ denote the node set and the arc set of the underlying directed graph.

We then explain how to round an optimal solution $x_0 \in \mathbb{R}^n$ of the continuous relaxation problem to a feasible solution of the original problem. Let $(x_0, \varphi_0) \in \mathbb{R}^n \times \mathbb{R}^A$ be an optimal solution to (Network). Since the coefficient matrix defining the system of the constraints in (Network) is totally unimodular, there exists a pair of integral vectors $y \in \mathbb{Z}^n$ and $\psi \in \mathbb{Z}^A$ such that $(y, \psi)$ is a feasible solution to (Network) satisfying

$$|x_0(i)| \leq y(i) \leq |x_0(i)| \quad (\forall i \in N), \quad |\varphi_0(a)| \leq \psi(a) \leq |\varphi_0(a)| \quad (\forall a \in A) \quad (3.6)$$

(see, e.g., [1, 33]). Such $(y, \psi)$ can be computed efficiently by using a max-flow algorithm; for example, it can be computed in $O(|V| |A| \log(|V|^2 / |A|))$ time by the algorithm of Goldberg and Tarjan [8]. Note that the condition (3.6) implies $\|y - x_0\|_1 < n$, in particular. Hence, Step 2 of the algorithm CONTINUOUS can be done in $O(|V| |A| \log(|V|^2 / |A|))$ time.

We finally show that Step 3 of the algorithm CONTINUOUS can be done in $O(n(|V| + |A|))$ time. We note that the vector $y^* \in \mathbb{Z}^n$ obtained in Step 2 satisfies $\|y^* - x_0\|_1 < n$, which, together with the proximity theorem for (SC) (Theorem 1.5), implies that there exists an optimal solution $y^* \in \mathbb{Z}^n$ to (Network) such that $\|y^* - y^*\|_1 < 3n$. Hence, the algorithm NEWGREEDY used in Step 3 of CONTINUOUS terminates in $O(n)$ iterations by Lemma 3.8.
In the following, we show that each iteration of \textsc{NewGreedy} used in Step 3 can be done in \(O(|V| + |A|)\) time by using a network flow technique.

We construct a so-called residual network (or auxiliary network) of the convex cost flow problem (see, e.g., [1]). Given a feasible solution \((y, \psi) \in \mathbb{Z}^n \times \mathbb{Z}^A\) to \((\text{Network})\), we construct a directed graph \(G_\psi = (V, A_\psi)\), where

\[
A_\psi = \{(h, k) \mid (h, k) \in A, \, \psi(h, k) < c(h, k)\} \cup \{ (k, h) \mid (h, k) \in A, \, \psi(h, k) > 0\}.
\]

We see that for \(i, j \in N\), the vector \(y - \chi_i + \chi_j\) is a feasible solution to \((\text{Network})\) if and only if \(0 \leq y - \chi_i + \chi_j \leq u\) and there exists a directed path from the node \(i\) to the node \(j\) in \(G_\psi\). We also note that

\[
f_{\text{sum}}(y - \chi_i + \chi_j) - f_{\text{sum}}(y) = \{f_i(y(i) - 1) - f_i(y(i))\} + \{f_j(y(j) + 1) - f_j(y(j))\},
\]

where \(f_{\text{sum}}(y') = \sum_{k \in N} f_k(y'(k))\) for \(y' \in \mathbb{Z}^n\). For a fixed \(i \in N\), we can compute the set of nodes in \(G_\psi\) reachable from the node \(i\) in \(O(|V| + |A|)\) time by using a linear-time graph search algorithm. Similarly, for a fixed \(i \in N\), we can compute the set of nodes in \(G_\psi\) reachable to the node \(i\) in \(O(|V| + |A|)\) time. This fact implies that each iteration of the algorithm \textsc{NewGreedy} can be done in \(O(|V| + |A|)\) time.

Summarizing the discussion above, we obtain the following result for the problem \((\text{Network})\) with a quadratic objective function.

**Theorem 3.12.** The problem \((\text{Network})\) can be solved in \(O(|V||A| \log(|V|^2/|A|))\) time if the objective function is quadratic.

## 4 Proofs

We give proofs of proximity theorems; proofs of Theorems 1.3, 1.5, and 1.6 are given in Sections 4.1, 4.2, and 4.3, respectively. Before starting the proofs, we show the tightness of the bounds in the proximity theorems by using Example 2.9 in Section 2.4. It shows that the bounds in the proximity theorems are tight, even for the very special case of the simple resource allocation problem \((\text{Simple})\).

**Example 2.9.** (continued) The vector \(y_\ast = (0, 1, \ldots, 1)\) is the unique optimal solution to \((\text{Simple})\), while \(x_\ast = ((n - 1)(1 - \delta), \delta, \ldots, \delta)\) is the unique optimal solution to the continuous relaxation \((\overline{\text{Simple}})\). It holds that

\[
\|y_\ast - x_\ast\|_\infty = (n - 1)(1 - \delta), \quad \|y_\ast - x_\ast\|_1 = 2(n - 1)(1 - \delta),
\]

which can be arbitrarily close to \(n - 1\) and \(2(n - 1)\), respectively. \(\square\)

### 4.1 Proof of Theorem 1.3

We prove Theorem 1.3, a proximity theorem for \((\text{MC})\). To prove this, it is convenient to consider the problem \((\text{GMC})\) instead of \((\text{MC})\):

\[
(\text{GMC}) \quad \text{Minimize } f(x) \quad \text{subject to } x \in \text{dom}_R f \cap \mathbb{Z}^n,
\]
where \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) is a closed proper \( M \)-convex function in real variables. The problem (GMC) is more general than (MC) since for every \( M \)-convex function \( g : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\} \), there exists a closed proper \( M \)-convex function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) in real variables such that \( f(x) = g(x) \) for all \( x \in \mathbb{Z}^n \), as stated in Theorem 2.3.

Continuous relaxation of (GMC) can be naturally defined as follows:

\[
(\overline{\text{GMC}}) \quad \text{Minimize} \quad f(x) \quad \text{subject to} \quad x \in \text{dom}_\mathbb{R} f.
\]

We will show a proximity result for the problem (GMC).

**Theorem 4.1.**

(i) For every optimal solution \( y^*_i \in \mathbb{Z}^n \) to (GMC), there exists an optimal solution \( x^*_i \in \mathbb{R}^n \) to (\( \overline{\text{GMC}} \)) such that \( \|x^*_i - y^*_i\|_\infty < n - 1 \).

(ii) For every optimal solution \( x^*_i \in \mathbb{R}^n \) to (\( \overline{\text{GMC}} \)), there exists an optimal solution \( y^*_i \in \mathbb{Z}^n \) to (GMC) such that \( \|y^*_i - x^*_i\|_\infty < n - 1 \).

Since the problem (MC) is a special case of (GMC), Theorem 1.3 follows immediately from Theorem 4.1. It should be mentioned that Theorem 4.1 implies that a closed proper \( M \)-convex function \( f \) satisfies \( \arg \min_{\mathbb{R}} f \neq \emptyset \) if and only if \( \arg \min \{ f(y) \mid y \in \mathbb{Z}^n \} \neq \emptyset \) (see Remark 4.4 below). In the following, we prove Theorem 4.1.

### 4.1.1 Proof of Theorem 4.1 (i)

To prove the statement (i) of Theorem 4.1, we use the following two properties.

The next lemma states that the projection of a closed proper \( M \)-convex function \( f \) along an arbitrarily chosen coordinate axis \( i \in \mathbb{N} \) is a supermodular function.

**Lemma 4.2** ([29, Proposition 3.12]). For every \( x, y \in \mathbb{R}^n \) and every \( i \in \mathbb{N} \), we have \( f(x) + f(y) \leq f(\hat{x}) + f(\hat{y}) \), where \( \hat{x} \) and \( \hat{y} \) are given as

\[
\hat{x}(j) = \begin{cases} 
\min\{x(j), y(j)\} & (j \in \mathbb{N} \setminus \{i\}), \\
\end{cases} \quad \hat{y}(j) = \begin{cases} 
\max\{x(j), y(j)\} & (j \in \mathbb{N} \setminus \{i\}), \\
y(N) - \sum_{k \in \mathbb{N} \setminus \{i\}} \min\{x(k), y(k)\} & (j = i), \\
\end{cases}
\]

For \( \gamma \in \mathbb{R} \), we define \( \text{level}(f, \gamma) = \{ x \in \mathbb{R}^n \mid f(x) \leq \gamma \} \). We note that \( \text{level}(f, \gamma) \) is a closed set since \( f \) is a closed convex function (see, e.g., [32, Theorem 7.1]).

**Lemma 4.3.** Let \( y^*_i \in \text{dom}_\mathbb{R} f \), and \( \gamma \in \mathbb{R} \) be a real number such that \( \text{level}(f, \gamma) \neq \emptyset \). Suppose that \( \hat{x} \in \text{level}(f, \gamma) \) be a vector minimizing the value \( \|\hat{x} - y^*_i\|_1 \) among all vectors in \( \text{level}(f, \gamma) \).

(i) If \( k \in \mathbb{N} \) satisfies the condition

\[
f(y^*_i - \chi_i + \chi_k) \geq f(y^*_i) \quad (\forall i \in \mathbb{N}),
\]

then it holds that \( \hat{x}(k) - y^*_i(k) < n - 1 \).

(ii) If \( k \in \mathbb{N} \) satisfies the condition

\[
f(y^*_i - \chi_k + \chi_j) \geq f(y^*_i) \quad (\forall j \in \mathbb{N}),
\]

then it holds that \( \hat{x}(k) - y^*_i(k) > -(n - 1) \).
\textbf{Proof.} We prove (i) only since (ii) can be shown in a similar way. If \( \bar{x}(k) \leq y_*(k) \), then we have \( \bar{x}(k) - y_*(k) \leq 0 < n - 1 \). Hence, we may assume that \( \bar{x}(k) > y_*(k) \). We have

\[
f(\bar{x} - \varepsilon(\chi_k - \chi_i)) > f(\bar{x}) \quad (\forall i \in \text{supp}^-(\bar{x} - y_*) \quad 0 < \varepsilon \leq \min(\bar{x}(k) - y_*(k), y_*(\bar{x}) - \bar{x}(i)) \quad (4.2)
\]

since otherwise there exists a vector \( x' \in \text{dom}_R f \) satisfying \( f(x') \leq f(\bar{x}) \leq \gamma \) and \( \|x' - y_\|_1 < 0 \), contradicting the choice of \( \bar{x} \). Let \( \text{supp}^-(\bar{x} - y_*) = \{i_1, i_2, \ldots, i_t\} \), where \( t = |\text{supp}^-(\bar{x} - y_*)| \leq n - 1 \). Put \( y_0 = y_* \), and iteratively define \( \lambda_h \in \mathbb{R}_+ \) and \( y_h \in \mathbb{R}^n \) for each \( h = 1, 2, \ldots, t \) by

\[
\lambda_h = \sup\{\lambda \mid y_{h-1} + \lambda(\chi_k - \chi_{i_h}) \in \text{dom}_R f, \quad \lambda \leq \min(\bar{x}(k) - y_{h-1}(k), y_{h-1}(i_h) - \bar{x}(i_h)), \quad f(y_{h-1} + \lambda'(\chi_k - \chi_{i_h})) \text{ is strictly decreasing in } \lambda' \in [0, \lambda] \}
\]

and \( y_h = y_{h-1} + \lambda_h(\chi_k - \chi_{i_h}) \). Note that the definition of \( \lambda_h \) allows for \( \lambda_h = 0 \). By the definition of \( y_h \) and closed convexity of \( f \), we have

\[
f(y_h) < f(y_{h-1}) \quad \text{if } \lambda_h > 0, \quad (4.3) \\
f(y_h + \lambda(\chi_k - \chi_{i_h})) \geq f(y_{h}) \quad (\forall \lambda > 0) \quad \text{if } \bar{x}(k) > y_h(k) \text{ and } y_h(i_h) > \bar{x}(i_h). \quad (4.4)
\]

\textbf{Claim 1:} \( \sum_{h=1}^t \lambda_h = \bar{x}(k) - y_0(k) \).

[Proof of Claim 1] Assume, to the contrary, that \( \sum_{h=1}^t \lambda_h < \bar{x}(k) - y_0(k) \). Since \( k \in \text{supp}^+(\bar{x} - y_0) \), (M-Exc(R)) implies that there exist \( i_h \in \text{supp}^+(\bar{x} - y_0) \) and a sufficiently small \( \lambda > 0 \) such that

\[
f(\bar{x}) + f(y_0) \geq f(\bar{x} - \lambda(\chi_k - \chi_{i_h})) + f(y_0 + \lambda(\chi_k - \chi_{i_h})).
\]

By Lemma 4.2 with \( i = k \), we obtain

\[
f(y_h + \lambda(\chi_k - \chi_{i_h})) + f(y_0) \leq f(y_h + \lambda(\chi_k - \chi_{i_h}))) + f(y_h).
\]

Combining the two inequalities, we have

\[
f(y_h + \lambda(\chi_k - \chi_{i_h}))) - f(y_0) \leq f(\bar{x} - \lambda(\chi_k - \chi_{i_h})) < 0,
\]

where the last inequality is by (4.2) since \( i_h \in \text{supp}^+(\bar{x} - y_0) \subseteq \text{supp}^+(\bar{x} - y_0) \). This, however, contradicts (4.4). \hfill [End of the proof of Claim 1]

\textbf{Claim 2:} For \( h = 1, 2, \ldots, t \), if \( \lambda_h > 0 \) then \( f(y_h + \lambda_h(\chi_k - \chi_{i_h})) < f(y_0) \).

[Proof of Claim 2] Let \( h \) be any integer in \{1, 2, \ldots, t\} with \( \lambda_h > 0 \). By Lemma 4.2 with \( i = k \), we have

\[
f(y_0 + \lambda_h(\chi_k - \chi_{i_h})) + f(y_{h-1}) \leq f(y_h) + f(y_0),
\]

which implies

\[
f(y_0 + \lambda_h(\chi_k - \chi_{i_h})) - f(y_0) \leq f(y_h) - f(y_{h-1}) < 0,
\]

where the last inequality is by (4.3). \hfill [End of the proof of Claim 2]

By the inequality (4.1) and convexity of \( f \), we have

\[
f(y_0 + \beta(\chi_k - \chi_i)) \geq f(y_0) \quad (\forall \beta \geq 1, \forall i \in N).
\]
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Therefore, it follows from Claim 2 that $\lambda_h < 1$ for all $h = 1, 2, \ldots, t$, which, together with Claim 1, implies the desired inequality as follows:

$$\tilde{x}(k) - y_s(k) = \tilde{x}(k) - y_0(k) = \sum_{h=1}^{t} \lambda_h < n - 1.$$ 

We are now ready to prove the statement (i) of Theorem 4.1. Let $y_s$ be a minimizer of (GMC), i.e., $y_s$ satisfies $f(y_s) = \min \{ f(y) \mid y \in \mathbb{Z}^n \}$. Then, we have the following inequalities for every $k \in N$:

$$f(y_s - \chi_i + \chi_k) \geq f(y_s) \quad (\forall i \in N), \tag{4.5}$$

$$f(y_s - \chi_i + \chi_k) \geq f(y_s) \quad (\forall j \in N). \tag{4.6}$$

Assume that $\arg \min_{\mathbb{R}^n} f \neq \emptyset$, and let $\gamma = \min \{ f(x) \mid x \in \mathbb{R}^n \}$. Then, $\text{level}(f, \gamma) = \arg \min_{\mathbb{R}^n} f$ holds. Let $\tilde{x} \in \mathbb{R}^n$ be a vector in $\text{level}(f, \gamma)$, and assume that $\tilde{x}$ minimizes the value $\| \tilde{x} - y_s \|_1$ among all vectors in $\text{level}(f, \gamma)$. Lemma 4.3 (i) and (4.5) imply that $\tilde{x}(k) - y_s(k) < n - 1$ for every $k \in N$. Similarly, Lemma 4.3 (ii) and (4.6) imply that $\tilde{x}(k) - y_s(k) > -(n - 1)$ for every $k \in N$. This shows that $\tilde{x} \in \text{level}(f, \gamma) = \arg \min_{\mathbb{R}^n} f$ satisfies $\| \tilde{x} - y_s \|_\infty < n - 1$.

It remains to prove that $\arg \min_{\mathbb{R}^n} f \neq \emptyset$. For this, we show the following property:

$$\forall \gamma \in \mathbb{R} \text{ with level}(f, \gamma) \neq \emptyset, \exists x \in \text{level}(f, \gamma) \text{ such that } \| x - y_s \|_\infty \leq n - 1. \quad (4.7)$$

Let $\tilde{x} \in \text{dom}_{\mathbb{R}} f$ be a vector in $\text{level}(f, \gamma)$, and assume that $\tilde{x}$ minimizes the value $\| \tilde{x} - y_s \|_1$ among all vectors in $\text{level}(f, \gamma)$. Lemma 4.3 (i) and (4.5) imply that $\tilde{x}(k) - y_s(k) < n - 1$ for every $k \in N$. Similarly, Lemma 4.3 (ii) and (4.6) imply that $\tilde{x}(k) - y_s(k) > -(n - 1)$ for every $k \in N$. This shows that (4.7) holds.

The property (4.7) implies that

$$\inf \{ f(x) \mid x \in \text{dom}_{\mathbb{R}} f, \| x - y_s \|_\infty \leq n - 1 \} = \inf \{ f(x) \mid x \in \text{dom}_{\mathbb{R}} f \},$$

$$\arg \min \{ f(x) \mid x \in \text{dom}_{\mathbb{R}} f, \| x - y_s \|_\infty \leq n - 1 \} \subseteq \arg \min_{\mathbb{R}^n} f.$$

We have $\arg \min \{ f(x) \mid x \in \text{dom}_{\mathbb{R}} f \} \| x - y_s \|_\infty \leq n - 1 \neq \emptyset$ since $f$ is a closed proper convex function and the set $\{ x \in \text{dom}_{\mathbb{R}} f \mid \| x - y_s \|_\infty \leq n - 1 \}$ is bounded and closed. Hence, it holds that $\arg \min_{\mathbb{R}^n} f \neq \emptyset$.

### 4.1.2 Proof of Theorem 4.1 (ii)

To prove the statement (ii) of Theorem 4.1, we use the statement (i) shown in Section 4.1.1. Let $x_s \in \mathbb{R}^n$ be an optimal solution to (GMC). Let $y_s \in \mathbb{Z}^n$ be an optimal solution to (GMC) minimizing the value $\| x_s - y_s \|_1$ among all optimal solutions to (GMC). Using a positive number $\delta$, we define a new problem:

$$\text{(GMC}\delta) \quad \text{Minimize } f(y) + \delta \| y - x_s \|_1 \quad \text{subject to } y \in \mathbb{Z}^n.$$
The function $\delta \|y - x_s\|_1$ is a separable convex function in $y$, and therefore $f(y) + \delta \|y - x_s\|_1$ is a closed proper $M$-convex function in $y$ since the addition of a separable convex function preserves $M$-convexity [24, Theorem 6.49]. It is easy to see that $x_s$ is the unique optimal solution to the continuous relaxation of $(\text{GMC})$. In addition, if $\delta$ is a sufficiently small positive number, then $y_s$ is an optimal solution to $(\text{GMC})$. Hence, by applying Theorem 4.1 (i) to $(\text{GMC})$ and its continuous relaxation, we obtain $\|x_s - y_s\|_\infty < n - 1$.

**Remark 4.4.** Theorem 4.1 implies that a closed proper $M$-convex function $f$ satisfies $\arg \min_{\mathbb{R}} f \neq \emptyset$ if and only if $\arg \min \{f(y) \mid y \in \mathbb{Z}^n\} \neq \emptyset$ holds. In the general case where $f$ is not necessarily $M$-convex, however, the properties $\arg \min_{\mathbb{R}} f \neq \emptyset$ and $\arg \min \{f(y) \mid y \in \mathbb{Z}^n\} \neq \emptyset$ are independent of each other, as shown in the following two examples.

Let $f : \mathbb{R}^2 \to \mathbb{R} \cup \{+\infty\}$ be a closed proper convex function defined by

$$f(x_1, x_2) = \begin{cases} 
\frac{(2x_2 - 1)^2}{x_1 + 1} & \text{(if } x_1 \geq 0 \text{ and } 0 \leq x_2 \leq 1), \\
+\infty & \text{(otherwise)}. 
\end{cases}$$

We have $\arg \min_{\mathbb{R}} f = \{(x_1, 0.5) \mid x_1 \in \mathbb{R}, \ x_1 \geq 0\} \neq \emptyset$. On the other hand, $f(y) > 0$ for all integral vectors $y \in \mathbb{Z}^2$ and $\inf \{f(y) \mid y \in \mathbb{Z}^2\} = \inf \{1/((y_1 + 1) \mid y_1 \in \mathbb{Z}_+\} = 0$. This shows that $\arg \min \{f(y) \mid y \in \mathbb{Z}^2\} = \emptyset$ holds.

We then consider a closed proper convex function $g : \mathbb{R}^2 \to \mathbb{R} \cup \{+\infty\}$ defined by

$$g(x_1, x_2) = \begin{cases} 
1/(x_1 + 1) & \text{(if } x_1 \geq 0 \text{ and } x_2 = \sqrt{2} \cdot x_1), \\
+\infty & \text{(otherwise)}. 
\end{cases}$$

Then, $\arg \min \{g(y) \mid y \in \mathbb{Z}^2\} = \{(0, 0)\}$ since $(0, 0)$ is the unique integral vector with finite function value of $g$. On the other hand, $g(x) > 0$ for all $x \in \mathbb{R}^2$ and $\inf g = \inf \{1/((x_1 + 1) \mid x_1 \geq 0\} = 0$. This shows that $\arg \min_{\mathbb{R}} g = \emptyset$ holds. □

**Remark 4.5.** For any closed proper $M$-convex function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ and $\alpha > 0$, we define a function $f_\alpha : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ by $f_\alpha(x) = f(\alpha x) \ (x \in \mathbb{R}^n)$. Then, $f_\alpha$ is a closed proper $M$-convex function as well [24, Theorem 6.49 (2)]. Theorem 4.1 applied to $f_\alpha$ can be restated in terms of $f$ as follows, which are seemingly more general but equivalent. □

**Corollary 4.6.** Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be a closed proper $M$-convex function. For $\alpha > 0$, we define $f_\alpha : \mathbb{Z}^n \to \mathbb{R} \cup \{+\infty\}$ by

$$f_\alpha z(x) = \begin{cases} 
f(\alpha x) & \text{(if } x \in \mathbb{Z}^n), \\
+\infty & \text{(otherwise)}, 
\end{cases}$$

(i) For every $y_s \in \arg \min_{\mathbb{Z}} f_\alpha z$, there exists some $x_s \in \arg \min_{\mathbb{R}} f$ such that $\|x_s - \alpha y_s\|_\infty < \alpha(n - 1)$.

(ii) For every $x_s \in \arg \min_{\mathbb{R}} f$, there exists some $y_s \in \arg \min_{\mathbb{Z}} f_\alpha z$ such that $\|\alpha y_s - x_s\|_\infty < \alpha(n - 1)$.

(iii) We have $\arg \min_{\mathbb{R}} f \neq \emptyset$ if and only if $\arg \min_{\mathbb{Z}} f_\alpha z \neq \emptyset$.
4.2 Proof of Theorem 1.5

We prove Theorem 1.5, a proximity theorem for (SC). It is known that the set of feasible solutions of (SC) is represented as the $M$-convex set $B(\rho_{+}) \cap \mathbb{Z}^n$ with a submodular function $\rho_{+} : 2^N \to \mathbb{Z} \cup \{+\infty\}$ given by $\rho_{+}(Y) = \min\{\rho(Z) \mid Z \supseteq Y\}$ ($Y \subseteq N$) (see [6, Section 3.1 (b)]).

Hence, the problem (SC) is rewritten as follows:

$$\text{Minimize } \sum_{i=1}^n f_i(x(i)) \quad \text{subject to } x \in B(\rho_{+}) \cap \mathbb{Z}^n.$$  

Based on the observation above, we consider the problem of minimizing a separable convex function on an $M$-convex set, which is (slightly) more general than (SC):

$$(\text{GSC}) \quad \text{Minimize } \sum_{i=1}^n f_i(x(i)) \quad \text{subject to } x \in B(\rho) \cap \mathbb{Z}^n,$$

where $f_i : \mathbb{R} \to \mathbb{R}$ ($i \in N$) is a family of univariate convex functions, and $\rho : 2^N \to \mathbb{Z} \cup \{+\infty\}$ is an integer-valued submodular function satisfying $\rho(\emptyset) = 0$ and $\rho(N) < +\infty$. Continuous relaxation of (GSC) can be naturally defined as follows:

$$(\text{GSC}) \quad \text{Minimize } \sum_{i=1}^n f_i(x(i)) \quad \text{subject to } x \in B(\rho).$$

We will show a proximity result for the problem (GSC).

Theorem 4.7.

(i) For every optimal solution $y_s \in \mathbb{Z}^n$ to (GSC), there exists an optimal solution $x_s \in \mathbb{R}^n$ to (GSC) such that $\|x_s - y_s\|_1 < 2(n - 1)$.

(ii) For every optimal solution $x_s \in \mathbb{R}^n$ to (GSC), there exists an optimal solution $y_s \in \mathbb{Z}^n$ to (GSC) such that $\|y_s - x_s\|_1 < 2(n - 1)$.

Then, Theorem 1.5 is an immediate consequence of this.

In the following, we prove Theorem 4.7, where we use the following properties concerning the problem (GSC). For $x \in \mathbb{R}^n$ we denote

$$f_{\text{sum}}(x) = \sum_{i \in N} f_i(x(i)).$$

Lemma 4.8. Let $\varphi : \mathbb{R} \to \mathbb{R}$ be a univariate convex function. For $\alpha, \beta \in \mathbb{R}$ with $\alpha < \beta$ and $\varepsilon \in \mathbb{R}$ with $0 \leq \varepsilon \leq \beta - \alpha$, it holds that $\varphi(\alpha) + \varphi(\beta) \geq \varphi(\alpha + \varepsilon) + \varphi(\beta - \varepsilon)$.

Lemma 4.9 (cf. [29]). For $x, y \in \mathbb{R}^n$, $i \in \text{supp}^+(x - y)$, and $j \in \text{supp}^-(x - y)$, it holds that

$$f_{\text{sum}}(x) + f_{\text{sum}}(y) \geq f_{\text{sum}}(x - \alpha(x_i - \chi_j)) + f_{\text{sum}}(y + \alpha(x_i - \chi_j))$$

for every $\alpha \in \mathbb{R}$ with $0 \leq \alpha \leq \min\{x(i) - y(i), y(j) - x(j)\}$.

Proof. The inequality follows from Lemma 4.8. \qed
4.2.1 Proof of Theorem 4.7 (i)

Let $y_s \in B(\rho) \cap \mathbb{Z}^n$ be an optimal solution to (GSC). Let $x_s \in B(\rho)$ be an optimal solution to (GSC) minimizing the value $\|x_s - y_s\|_1$ among all optimal solutions to (GSC). In the following, we show by induction on the cardinality of the set $\text{supp}(x_s - y_s) = \{i \in N \mid x_s(i) \neq y_s(i)\}$ that

$$\|x_s - y_s\|_1 < 2(|\text{supp}(x_s - y_s)| - 1) \quad \text{if } x_s \neq y_s. \quad (4.8)$$

This implies the statement (i) since $|\text{supp}(x_s - y_s)| \leq n$. We note that if $x_s \neq y_s$, then $|\text{supp}(x_s - y_s)| \geq 2$ since $x_s(N) = y_s(N)$.

Assume that $x_s \neq y_s$. Put

$$L = \{i \in N \mid |x_s(i) - y_s(i)| \geq 1\}.$$

We consider the following three cases.

Case 1: $\text{supp}^-(x_s - y_s) \cap L = \emptyset$.

Case 2: $\text{supp}^-(x_s - y_s) \cap L \neq \emptyset$ and $\text{supp}^+(x_s - y_s) \setminus L = \emptyset$.

Case 3: $\text{supp}^+(x_s - y_s) \setminus L \neq \emptyset$.

(Case 1) By assumption, we have

$$|x_s(j) - y_s(j)| < 1 \quad (\forall j \in \text{supp}^-(x_s - y_s)). \quad (4.9)$$

Since $x_s(N) = y_s(N) = \rho(N)$, we have

$$\sum \{|x_s(i) - y_s(i)| \mid i \in \text{supp}^+(x_s - y_s)\} = \sum \{|x_s(j) - y_s(j)| \mid j \in \text{supp}^-(x_s - y_s)\}. \quad (4.10)$$

We also have

$$|\text{supp}^-(x_s - y_s)| = |\text{supp}(x_s - y_s)| - |\text{supp}^+(x_s - y_s)| \leq |\text{supp}(x_s - y_s)| - 1. \quad (4.11)$$

Therefore, it holds that

$$\|x_s - y_s\|_1 = 2 \sum_{j \in \text{supp}^-(x_s - y_s)} |x_s(j) - y_s(j)| < 2|\text{supp}^-(x_s - y_s)| \leq 2(|\text{supp}(x_s - y_s)| - 1),$$

where the equality is by (4.10) and the first and the second inequality are by (4.9) and by (4.11), respectively. Hence, (4.8) holds.

(Case 2) Let $j \in \text{supp}^-(x_s - y_s) \cap L$. Since $j \in \text{supp}^+(y_s - x_s)$, Theorem 2.1 (i) implies that there exist some $i \in \text{supp}^-(y_s - x_s)$ and a sufficiently small $\varepsilon > 0$ such that

$$y_s - \varepsilon(x_j - \chi_j) \in B(\rho), \quad x_s + \varepsilon(x_j - \chi_j) \in B(\rho). \quad (4.12)$$

Since $y_s \in B(\rho) \cap \mathbb{Z}^n$ and $\rho$ is an integer-valued function, the property $y_s - \varepsilon(x_j - \chi_j) \in B(\rho)$ implies $y_s - (x_j - \chi_j) \in B(\rho) \cap \mathbb{Z}^n$. In the following, we derive a contradiction by showing that $f_{\text{sum}}(y_s - (x_j - \chi_j)) < f_{\text{sum}}(y_s)$.

Note that $i \in \text{supp}^+(y_s - x_s) = \text{supp}^+(x_s - y_s) \subseteq L$ holds by the assumption of Case 2. Since $\|(x_s + \varepsilon(x_j - \chi_j)) - y_s\|_1 < \|x_s - y_s\|_1$, we have

$$f_{\text{sum}}(x_s + \varepsilon(x_j - \chi_j)) > f_{\text{sum}}(x_s) \quad (4.13)$$
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by the choice of \( x_s \). It follows from the convexity of \( f_{\text{sum}} \) and the inequality (4.13) that

\[
f_{\text{sum}}(x_s + (\chi_j - \chi_i)) > f_{\text{sum}}(x_s).
\]

(4.14)

By Lemma 4.9, it holds that

\[
f_{\text{sum}}(y_s) + f_{\text{sum}}(x_s) \geq f_{\text{sum}}(y_s - (\chi_j - \chi_i)) + f_{\text{sum}}(x_s + (\chi_j - \chi_i))
\]

(4.15)
since \( y_s(j) \geq x_s(j) + 1 \) and \( y_s(i) \leq x_s(i) - 1 \). It follows from (4.14) and (4.15) that \( f_{\text{sum}}(y_s - (\chi_j - \chi_i)) < f_{\text{sum}}(y_s) \), a contradiction to the optimality of \( y_s \) to (GSC). This means that Case 2 does not occur.

(Case 3) By assumption, there exists some \( k \in \text{supp}^+(x_s - y_s) \setminus L \). Let

\[
B = \{ x \in \mathbb{R}^n \mid x \in B(\rho), \, x(i) = y_s(i) \, (\forall i \in N \setminus \text{supp}(x_s - y_s)), \, x(k) \leq y_s(k) \}.
\]

Then, the set \( B \) is an integral base polyhedron and \( B \cap \mathbb{Z}^n \) is an M-convex set (see, e.g., [6, Section 3.1 (b)]). Note that \( y_s \in B \) and \( x_s \notin B \). We consider the problem (GSC') and its continuous relaxation (GSC'):

\[
\begin{align*}
\text{(GSC')} & & \min \sum_{i=1}^{n} f_i(x(i)) & \text{subject to} & & x \in B \cap \mathbb{Z}^n, \\
\text{(GSC')} & & \min \sum_{i=1}^{n} f_i(x(i)) & \text{subject to} & & x \in B.
\end{align*}
\]

Then, \( y_s \) is an optimal solution to (GSC') since \( y_s \in B \) and \( B \subseteq B(\rho) \). This, together with Theorem 1.3, implies that there exists an optimal solution to (GSC'). Let \( S \subseteq B \) be the set of optimal solutions to (GSC'), and \( S \) be the set of optimal solutions \( x \) to (GSC') minimizing the value \( \| x - y_s \|_1 \), i.e.,

\[
S = \{ x \in S \mid \| x - y_s \|_1 \leq \| x' - y_s \|_1 \, (\forall x' \in S) \}.
\]

As shown later, there exists some \( \tilde{x} \in S \) satisfying the following conditions:

\[
\begin{align*}
\tilde{x}(k) &= y_s(k), \\
\text{supp}^+(x_s - \tilde{x}) &= \{ k \}.
\end{align*}
\]

(4.16)

(4.17)

Since \( x_s(N) = \tilde{x}(N) = \rho(N) \), it holds that

\[
\sum \{|x_s(j) - \tilde{x}(j)| \mid j \in \text{supp}^+(x_s - \tilde{x})\} = \sum \{|x_s(i) - \tilde{x}(i)| \mid i \in \text{supp}^+(x_s - \tilde{x})\} = |x_s(k) - \tilde{x}(k)|,
\]

where the last equality is by (4.17). This equation and (4.16) imply

\[
\| x_s - \tilde{x} \|_1 = 2|x_s(k) - \tilde{x}(k)| = 2|x_s(k) - y_s(k)| < 2,
\]

(4.18)

where the last inequality follows from \( k \notin L \). If \( \tilde{x} = y_s \), then the inequality (4.18) implies

\[
\| x_s - y_s \|_1 = \| x_s - \tilde{x} \|_1 < 2 \leq 2(|\text{supp}(x_s - y_s)| - 1),
\]

i.e., (4.8) holds. Hence, we assume \( \tilde{x} \neq y_s \). Since \( \tilde{x} \in B \), we have \( \text{supp}(\tilde{x} - y_s) \subseteq \text{supp}(x_s - y_s) \), which, together with (4.16), implies \( \text{supp}(\tilde{x} - y_s) \subseteq \text{supp}(x_s - y_s) \setminus \{ k \} \). Hence, we can apply the induction hypothesis to the problem (GSC') and vectors \( \tilde{x}, y_s \) to obtain the inequality

\[
\| \tilde{x} - y_s \|_1 < 2(|\text{supp}(\tilde{x} - y_s)| - 1).
\]

(4.19)
The inequality (4.8) follows from (4.18) and (4.19) as follows:

\[ \|x_s - y_s\|_1 \leq \|x_s - \bar{x}\|_1 + \|\bar{x} - y_s\|_1 < 2 + 2(|\text{supp}(\bar{x} - y_s)| - 1) \leq 2(|\text{supp}(x_s - y_s)| - 1). \]

It remains to show that there exists some \( \bar{x} \in S_s \) satisfying (4.16) and (4.17).

Let \( \bar{x} \in S_s \) be a vector maximizing the value \( \bar{x}(k) \) among all vectors in \( S_s \), and assume, to the contrary, that \( \bar{x}(k) < y_s(k) \). Since \( x_s(k) > y_s(k) \), we have \( k \in \text{supp}^{+}(x_s - \bar{x}) \). Therefore, Theorem 2.1 (i) and Lemma 4.9 imply that there exist some \( j \in \text{supp}^{-}(x_s - \bar{x}) \) and a sufficiently small positive number \( \varepsilon \) such that \( x_s - \varepsilon(\chi_k - \chi_j) \in B(\rho) \), \( \bar{x} + \varepsilon(\chi_k - \chi_j) \in B(\rho) \), and

\[ f_{\text{sum}}(x_s) + f_{\text{sum}}(\bar{x}) \geq f_{\text{sum}}(x_s - \varepsilon(\chi_k - \chi_j)) + f_{\text{sum}}(\bar{x} + \varepsilon(\chi_k - \chi_j)). \]  

(4.20)

Since \( x_s \) is an optimal solution to \( (\text{GSC}) \), it holds that

\[ f_{\text{sum}}(x_s) \leq f_{\text{sum}}(x_s - \varepsilon(\chi_k - \chi_j)). \]  

(4.21)

Since \( \bar{x}(k) < y_s(k) \) and \( \varepsilon \) is sufficiently small, we have \( \bar{x} + \varepsilon(\chi_k - \chi_j) \in B \). This implies

\[ f_{\text{sum}}(\bar{x}) \leq f_{\text{sum}}(\bar{x} + \varepsilon(\chi_k - \chi_j)) \]  

(4.22)

since \( \bar{x} \) is an optimal solution to \( (\text{GSC}) \). It follows from (4.20), (4.21), and (4.22) that the inequality (4.22) holds with equality, implying that \( \bar{x} + \varepsilon(\chi_k - \chi_j) \) is also an optimal solution to \( (\text{GSC}) \). Since \( \bar{x}(k) < \bar{x}(k) + \varepsilon \leq y_s(k) \), we have \( \|\bar{x} + \varepsilon(\chi_k - \chi_j) - y_s\|_1 \leq \|\bar{x} - y_s\|_1 \). This implies \( \bar{x} + \varepsilon(\chi_k - \chi_j) \in S_s \) since \( \bar{x} \in S_s \). This, however, is a contradiction since \( \bar{x} \) maximizes the value \( \bar{x}(k) \) among all vectors in \( S_s \). Hence, \( \bar{x} \) satisfies (4.16).

Let \( \bar{x} \) be a vector in \( S_s \) satisfying (4.16), and assume that \( \bar{x} \) minimizes the value

\[ \sum_{i \in N} \max\{x_s(i) - \bar{x}(i), 0\} \]

among all such vectors. We will show that the vector \( \bar{x} \) chosen in this way satisfies (4.17).

Assume, to the contrary, that \( \text{supp}^{+}(x_s - \bar{x}) \setminus \{k\} \neq \emptyset \), and let \( h \in \text{supp}^{+}(x_s - \bar{x}) \setminus \{k\} \). Then, Theorem 2.1 (i) and Lemma 4.9 imply that there exist some \( j \in \text{supp}^{-}(x_s - \bar{x}) \) and a sufficiently small positive number \( \varepsilon \) such that \( x_s - \varepsilon(\chi_h - \chi_j) \in B(\rho) \), \( \bar{x} + \varepsilon(\chi_h - \chi_j) \in B(\rho) \), and

\[ f_{\text{sum}}(x_s) + f_{\text{sum}}(\bar{x}) \geq f_{\text{sum}}(x_s - \varepsilon(\chi_h - \chi_j)) + f_{\text{sum}}(\bar{x} + \varepsilon(\chi_h - \chi_j)). \]  

(4.23)

Since \( x_s \) is an optimal solution to \( (\text{GSC}) \), we have

\[ f_{\text{sum}}(x_s) \leq f_{\text{sum}}(x_s - \varepsilon(\chi_h - \chi_j)). \]  

(4.24)

Since \( \bar{x} \) is an optimal solution to \( (\text{GSC}) \) and \( \bar{x} + \varepsilon(\chi_h - \chi_j) \in B \), we have

\[ f_{\text{sum}}(\bar{x}) \leq f_{\text{sum}}(\bar{x} + \varepsilon(\chi_h - \chi_j)). \]  

(4.25)

It follows from (4.23), (4.24), and (4.25) that the inequalities (4.24) and (4.25) hold with equality. This implies that \( x'_s = x_s - \varepsilon(\chi_h - \chi_j) \) is an optimal solution to \( (\text{GSC}) \), and \( \bar{x}' = \bar{x} + \varepsilon(\chi_h - \chi_j) \) is an optimal solution to \( (\text{GSC}') \). We have \( x_s(h) \leq y_s(h) \) or \( x_s(j) \geq y_s(j) \) since otherwise \( \|x'_s - y_s\|_1 < \|x_s - y_s\|_1 \) holds, contradicting the choice of \( x_s \).
Obviously, \( \bar{x}'(k) = \bar{x}(k) = y_s(k) \) holds. In the following, we show that \( \bar{x}' \) is a vector in \( S_s \) satisfying
\[
\sum_{i \in N} \max\{x_s(i) - \bar{x}'(i), 0\} < \sum_{i \in N} \max\{x_s(i) - \bar{x}(i), 0\}, \tag{4.26}
\]
which is a contradiction to the choice of \( \bar{x} \).

It holds that
\[
|\bar{x}'(i) - y_s(i)| = |\bar{x}(i) - y_s(i)| \quad (\forall i \in N \setminus \{h, j\}),
|\bar{x}'(i) - y_s(i)| \leq |\bar{x}(i) - y_s(i)| + \varepsilon \quad (\forall i \in \{h, j\}).
\]
If \( x_s(h) \leq y_s(h) \) holds, then we have \( \bar{x}(h) < \bar{x}(h) + \varepsilon = \bar{x}'(h) < x_s(h) \leq y_s(h) \), implying \( |\bar{x}'(h) - y_s(h)| = |\bar{x}(h) - y_s(h)| - \varepsilon \). If \( x_s(j) \geq y_s(j) \), then we have \( \bar{x}(j) > \bar{x}(j) - \varepsilon = \bar{x}'(j) > x_s(j) \geq y_s(j) \), implying \( |\bar{x}'(j) - y_s(j)| = |\bar{x}(j) - y_s(j)| - \varepsilon \). Hence, it holds that \( \|\bar{x}' - y_s\|_1 \leq \|\bar{x} - y_s\|_1 \), i.e., \( \bar{x}' \in S_s \). Finally, the inequality (4.26) can be obtained as follows:
\[
\sum_{i \in N} \max\{x_s(i) - \bar{x}'(i), 0\} - \sum_{i \in N} \max\{x_s(i) - \bar{x}(i), 0\}
= \left[ \max\{x_s(h) - \bar{x}'(h), 0\} - \max\{x_s(h) - \bar{x}(h), 0\} \right]
+ \left[ \max\{x_s(j) - \bar{x}'(j), 0\} - \max\{x_s(j) - \bar{x}(j), 0\} \right]
= \{x_s(h) - \bar{x}(h) - \varepsilon\} - \{x_s(h) - \bar{x}(h)\} = -\varepsilon < 0,
\]
where the second equality follows from \( h \in \text{supp}^+(x_s - \bar{x}), j \in \text{supp}^-(x_s - \bar{x}) \), and the fact that \( \varepsilon \) is a sufficiently small positive number.

Hence, \( \bar{x} \) satisfies (4.16) and (4.17). This concludes the proof of Theorem 4.7 (i).

4.2.2 Proof of Theorem 4.7 (ii)

To prove the statement (ii) of Theorem 4.7, we use the statement (i) which is already shown in Section 4.2.1. Let \( x_s \in B(\rho) \) be an optimal solution to \( (\text{GSC}) \). Let \( y_s \in B(\rho) \cap \mathbb{Z}^n \) be an optimal solution to \( (\text{GSC}) \) minimizing the value \( \|x_s - y_s\|_1 \) among all optimal solutions to \( (\text{GSC}) \). With a positive number \( \delta \) we define a new problem:

\[(\text{GSC}^\delta) \quad \text{Minimize} \quad \sum_{i=1}^n \{f_i(x(i)) + \delta|x(i) - x_s(i)|\} \quad \text{subject to} \quad x \in B(\rho) \cap \mathbb{Z}^n.\]

This problem is also the minimization of a separable convex function on an M-convex set. It is easy to see that \( x_s \) is the unique optimal solution to the continuous relaxation of \( (\text{GSC}^\delta) \). In addition, if \( \delta \) is a sufficiently small positive number, then \( y_s \) is an optimal solution to \( (\text{GSC}^\delta) \). Hence, by applying Theorem 4.7 (i) to the problem \( (\text{GSC}^\delta) \) and its continuous relaxation, we obtain \( \|x_s - y_s\|_1 < 2(n - 1) \).

4.3 Proof of Theorem 1.6

4.3.1 A key lemma

To prove Theorem 1.6, a proximity theorem for (Laminar), we first show a useful lemma. Let \( F \subseteq 2^N \) be a laminar family satisfying the condition (2.2). Recall the definitions of the parent and a child of \( X \in F \) in Section 2.3. For distinct elements \( i, j \in N \), a minimal set in \( F \)
containing both of $i, j$ is uniquely determined, and we call it the \textit{lowest common ancestor} of $i$ and $j$. For every distinct $i, j \in N$, a (directed) path from $i$ to $j$ (in $\mathcal{F}$) is defined as a sequence $S_0, S_1, \ldots, S_t$ ($t \geq 2$) of sets in $\mathcal{F}$ satisfying the following conditions:

(i) $S_0 = \{i\}$, $S_t = \{j\}$,
(ii) there exists some $k$ with $1 \leq k \leq t - 1$ such that $S_k$ is the lowest common ancestor of $i$ and $j$,
(iii) for $h = 0, 1, \ldots, k - 1$, the set $S_{h+1}$ is the parent of $S_h$,
(iv) for $h = k + 1, k + 2, \ldots, t$, the set $S_{h-1}$ is the parent of $S_h$.

Note that a path from $i$ to $j$ is uniquely determined.

Let $z \in \mathbb{R}^n$, and $i, j \in N$ be distinct elements. We define the \textit{capacity} $\text{cap}(i, j, \mathcal{F}, z)$ with respect to $i, j, \mathcal{F}$, and $z$ by

$$\text{cap}(i, j, \mathcal{F}, z) = \min \left[ \min_{0 \leq h \leq k-1} \max(z(S_h), 0), \min_{k+1 \leq h \leq t} \max(-z(S_h), 0) \right],$$

where $S_0, S_1, \ldots, S_t$ is the path from $i$ to $j$ and $S_k$ is the lowest common ancestor of $i$ and $j$.

Note that $\text{cap}(i, j, \mathcal{F}, z) > 0$ if and only if

$$z(S_h) > 0 \ (h = 0, 1, \ldots, k - 1), \quad z(S_h) < 0 \ (h = k + 1, k + 2, \ldots, t).$$

We now give the statement of the key lemma.

\textbf{Lemma 4.10.} Let $\mathcal{F} \subseteq 2^N$ be a laminar family satisfying the condition (2.2). Let $z \in \mathbb{R}^n$ be a vector with $z(N) = 0$, and suppose that $\text{cap}(i, j, \mathcal{F}, z) < 1$ for every distinct elements $i, j \in N$. Then, $\|z\|_1 \leq 2(n - 1)$ holds; the strict inequality $\|z\|_1 < 2(n - 1)$ holds if $n \geq 2$.

\textbf{Proof.} We show the statement of the lemma by induction on the cardinality $n$ of the ground set $N$. If $n = 1$, then we have $z(1) = z(N) = 0$, implying $\|z\|_1 = 0 = 2(n - 1)$. Hence, we consider the case with $n \geq 2$.

\textbf{Claim 1:} For every $i \in \text{supp}^+(z)$, there exists some $j \in \text{supp}^-(z)$ such that $\text{cap}(i, j, \mathcal{F}, z) > 0$.

[Proof of Claim 1] Let $X \subseteq N$ be the unique minimal set in $\mathcal{F}$ satisfying $z(X) \leq 0$ and $i \in X$. Such $X$ always exists since $z(N) = 0$ and $N \in \mathcal{F}$. Note that $|X| \geq 2$ since $z(i) > 0$. Let $S_0, S_1, \ldots, S_k$ ($k \geq 1$) be the sequence of sets such that $S_0 = \{i\}$, $S_k = X$, and $S_h$ is the parent of $S_{h-1}$ ($h = 1, 2, \ldots, k$). Then, we have $z(S_h) > 0$ ($h = 0, 1, \ldots, k - 1$) by the choice of $X$. Since $z(S_k) = z(X) \leq 0$ and $z(S_{k-1}) > 0$, there exists another child $S_{k+1}$ of $X$ such that $z(S_{k+1}) < 0$. If $|S_{k+1}| \geq 2$, then there exists some child $S_{k+2} \in \mathcal{F}$ of $S_{k+1}$ such that $z(S_{k+2}) < 0$. Repeating this, we can obtain a sequence of sets $S_k, S_{k+1}, \ldots, S_{t-1}, S_t$ such that $|S_1| = 1$, $z(S_i) < 0$ ($h = k + 1, k + 2, \ldots, t$), and $S_h$ is a child of $S_{h-1}$ ($h = k + 1, k + 2, \ldots, t$). Let $j \in N$ be the unique element in $S_t$. Then, the observation above implies that $j \in \text{supp}^-(z)$ and $\text{cap}(i, j, \mathcal{F}, z) > 0$.

[End of the proof of Claim 1]

We may assume that $z \neq 0$, and let $i_* \in \text{supp}^+(z)$. By Claim 1, there exists some $j_* \in \text{supp}^-(z)$ such that $\text{cap}(i_*, j_*, \mathcal{F}, z) > 0$. Let $\hat{S}_0, \hat{S}_1, \ldots, \hat{S}_k$ be the path from $i_*$ to $j_*$, and $\hat{S}_k$ ($1 \leq k \leq t - 1$) be the lowest common ancestor of $i_*$ and $j_*$. Define $\hat{z} = z - \delta(\chi_{i_*} - \chi_{j_*})$ with $\delta = \text{cap}(i_*, j_*, \mathcal{F}, z) (> 0)$. Then, we have $\|\hat{z}\|_1 = \|z\|_1 - 2\delta$.
Claim 2: For every distinct $i, j \in N$, it holds that $\text{cap}(i, j, \mathcal{F}, \hat{z}) \leq \text{cap}(i, j, \mathcal{F}, z) < 1$.

[Proof of Claim 2] It suffices to show that for every $X \in \mathcal{F}$, we have $0 \leq \hat{z}(X) \leq z(X)$ if $z(X) \geq 0$ and $0 \geq \hat{z}(X) \geq z(X)$ if $z(X) < 0$. We see from the definition of a path that $\tilde{S}_0, \ldots, \tilde{S}_{k-1}$ are those sets in $\mathcal{F}$ which contain $i$, and not $j$. Therefore, for $X \in \{\tilde{S}_0, \ldots, \tilde{S}_{k-1}\}$, we have $z(X) \geq \delta$, and therefore $\hat{z}(X) = z(X) - \delta \geq 0$. Similarly, each set $X \in \{\tilde{S}_{k+1}, \ldots, \tilde{S}_t\}$ contains $j$, and not $i$, and therefore we have $z(X) \leq -\delta$ and $\hat{z}(X) = z(X) + \delta \leq 0$. Finally, each $X \in \mathcal{F}$ not in $\{\tilde{S}_0, \ldots, \tilde{S}_{k-1}\} \cup \{\tilde{S}_{k+1}, \ldots, \tilde{S}_t\}$ contains both of $i$ and $j$, or neither of $i$ and $j$, implying that $\hat{z}(X) = z(X)$.

By the definition of $\delta = \text{cap}(i, j, \mathcal{F}, z)$, there exists some $\epsilon \in \{0, \ldots, k-1\} \cup \{k+1, \ldots, t\}$ such that $|\hat{z}(\tilde{S}_\epsilon)| = \delta$. This implies $\hat{z}(\tilde{S}_\epsilon) = 0$. Let $N' = \tilde{S}_\epsilon$ and $N'' = N \setminus \tilde{S}_\epsilon$. Since $|\tilde{S}_\epsilon \cap \{i, j\}| = 1$, we have $1 \leq |N'| < n$ and $1 \leq |N''| < n$. We define new families $\mathcal{F}' \subset 2^{N'}$ and $\mathcal{F}'' \subset 2^{N''}$ as follows:

$$\mathcal{F}' = \{Y \mid Y \in \mathcal{F}, Y \subseteq \tilde{S}_\epsilon\},$$

$$\mathcal{F}'' = \{Y \mid Y \in \mathcal{F}, Y \cap \tilde{S}_\epsilon = \emptyset\} \cup \{Y \setminus \tilde{S}_\epsilon \mid Y \in \mathcal{F}, Y \supset \tilde{S}_\epsilon\}.$$

Then, $\mathcal{F}'$ and $\mathcal{F}''$ are laminar families satisfying the condition (2.2). We also define vectors $z' \in \mathbb{R}^{N'}$ and $z'' \in \mathbb{R}^{N''}$ by $z'(i) = \hat{z}(i)$ ($i \in N'$) and $z''(i) = \hat{z}(i)$ ($i \in N''$). The following claim can be shown easily from the observation that for every $i, j \in N'$ (resp., $i, j \in N''$) with $i \neq j$, the path in $\mathcal{F}'$ (resp., in $\mathcal{F}''$) from $i$ to $j$ corresponds to the path in $\mathcal{F}$ from $i$ to $j$.

Claim 3: For every distinct $i, j \in N'$, it holds that $\text{cap}(i, j, \mathcal{F}', z') = \text{cap}(i, j, \mathcal{F}, \hat{z})$. For every distinct $i, j \in N''$, it holds that $\text{cap}(i, j, \mathcal{F}'', z'') = \text{cap}(i, j, \mathcal{F}, \hat{z})$.

Claims 2 and 3 imply that $\text{cap}(i, j, \mathcal{F}', z') < 1$ for every distinct $i, j \in N'$ and $\text{cap}(i, j, \mathcal{F}'', z'') < 1$ for every distinct $i, j \in N''$. Hence, we can apply the induction hypothesis to obtain $\|z'\|_1 \leq 2(|N'| - 1)$ and $\|z''\|_1 \leq 2(|N''| - 1)$. Since $\delta < 1$, we have

$$\|z\|_1 = 2\delta + \|\hat{z}\|_1 = 2\delta + \|z'\|_1 + \|z''\|_1$$

$$< 2 + 2(|N'| - 1) + 2(|N''| - 1) = 2(|N'| + |N''| - 1) = 2(n - 1).$$

$\square$

4.3.2 Proof of Theorem 1.6 (i)

Recall that $n \geq 2$ in the problem (Laminar). Let $y_s \in \mathbb{Z}^n$ be an optimal solution to (Laminar), and $x_s \in \mathbb{R}^n$ be an optimal solution to (Laminar) which minimizes the value $\|x_s - y_s\|$ among all optimal solutions to (Laminar). We may assume $x_s \neq y_s$, since otherwise the statement (i) holds immediately. Put $z = x_s - y_s$. Then, it holds that $z(N) = x_s(N) - y_s(N) = K - K = 0$. We will show that for every distinct $i, j \in N$ we have $\text{cap}(i, j, \mathcal{F}, z) < 1$. Then, the inequality $\|x_s - y_s\|_1 < 2(n - 1)$ follows from Lemma 4.10.

Let $S_0, S_1, S_2, \ldots, S_t$ be the path from $i$ to $j$, and $S_k$ ($1 \leq k \leq t - 1$) be the lowest common ancestor of $i$ and $j$. Assume, to the contrary, that $\text{cap}(i, j, \mathcal{F}, z) \geq 1$. Then, we have $z(S_h) \geq 1$ for $h = 0, 1, \ldots, k - 1$ and $z(S_h) \leq -1$ for $h = k + 1, k + 2, \ldots, t$.
We define vectors $x' = x_i - x_j + 1$ and $y' = y_i + x_j$. Then, we have

$$u_X \leq x_i(X) < x'_i(X) = x_i(X) + 1 \leq y_i(X) \leq u_X \quad (\forall X \in \{S_0, \ldots, S_{k-1}\}),$$

$$u_X \leq y_i(X) < y'_i(X) = y_i(X) + 1 \leq x_i(X) \leq u_X \quad (\forall X \in \{S_0, \ldots, S_{k-1}\}),$$

$$x'_i(X) = x_i(X), \quad y'_i(X) = y_i(X) \quad (\forall X \in F, X \notin \{S_0, \ldots, S_{k-1}\} \cup \{S_{k+1}, \ldots, S_{l}\}).$$

Hence, $y'$ and $x'$ are feasible solutions to (Laminar) and (Laminar), respectively. The inequalities above and Lemma 4.8 imply

$$f_X(x_i(X)) + f_X(y_i(X)) \geq f_X(x'_i(X)) + f_X(y'_i(X)) \quad (\forall X \in F),$$

from which follows

$$\sum_{X \in F} f_X(x_i(X)) + \sum_{X \in F} f_X(y_i(X)) \geq \sum_{X \in F} f_X(x'_i(X)) + \sum_{X \in F} f_X(y'_i(X)). \quad (4.27)$$

Since $\|x'-y_i\| < \|x_i-y_i\|$, we have $\sum_{X \in F} f_X(x_i(X)) < \sum_{X \in F} f_X(x'_i(X))$, which, together with (4.27), implies $\sum_{X \in F} f_X(y_i(X)) > \sum_{X \in F} f_X(y'_i(X))$, a contradiction to the optimality of $y_i$ to (Laminar).

4.3.3 Proof of Theorem 1.6 (ii)

Let $x_i \in \mathbb{R}^n$ be an optimal solution to (Laminar), and $y_i \in \mathbb{Z}^n$ be an optimal solution to (Laminar) which minimizes the value $\|x_i-y_i\|$ among all optimal solutions to (Laminar). We assume $x_i \neq y_i$, and put $z = x_i - y_i$. Then, we can show in a similar way as in Section 4.3.2 that $\text{cap}(i,j,F,z) < 1$ for every distinct $i,j \in N$, where we use the fact that $\sum_{X \in F} f_X(y_i(X)) < \sum_{X \in F} f_X(y'_i(X))$ holds for every $y' \in \mathbb{Z}^n$ with $\|x_i-y'\| < \|x_i-y_i\|$. Hence, the inequality $\|z\|_1 = \|x_i-y_i\| < 2(n-1)$ follows from Lemma 4.10.
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