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ABSTRACT
In Information Retrieval (IR), the semantic gap is the difference between what computers store and what users expect via their queries. There are several reasons for the existence of those gaps such as homonymy and synonymy in text retrieval, or the typical difference between low-level representations and keyword-based queries in image retrieval. The objective of this work is to close these gaps by effective, scalable and not-so-expensive solutions. The main idea is to exploit available unstructured data and hidden topic models to infer surrounding contexts for better information retrieval (in both text retrieval and image retrieval). Early results obtained on two problems, namely Web search clustering and image annotation, show the effectiveness of the proposed approaches.
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1. INTRODUCTION
The semantic gap characterizes the difference between two (or more) descriptions of an object in different representations [1]. This problem, which is underlined in many aspects of Web mining and Information Retrieval (IR), has posed a lot of challenges. In text retrieval, the gap is commonly caused by some natural linguistic phenomena such as synonymy or homonymy. Synonymy, that is two or more different words have similar meanings, causes difficulty in matching two related documents. For example, the similarity between two documents (particularly the short ones) containing “movie” and “film” is probably lower than what we expect. On the other hand, homonymy means a word can have multiple meaning. One example is the word “bank” exists in several contexts such as “organization” or “river side”. Consequently, we may accidentally put an advertising message about a bank (an organization) on a Web page about bank (of some river).

The problem of semantic gap is more typical in Multi-media Mining and Image/Video Retrieval [6]. While early content-based image retrieval systems were based on the query-by-example schema, which formalizes the task as search for best matches to example images provided by users, the attention now moves to query-by-semantic schema in which queries are provided in natural language. This leads to the problem of automatic image annotation, which is concerned with assigning labels to images for later retrieval. Due to the semantic gap between low-level image representations (such as color, contour, shape) and high-level concepts (tiger, mountain, etc.), IR researchers commonly find image annotation a difficult problem to cope with.

This work is a thorough investigation of how surrounding contexts can help to bridge semantic gaps in Web Mining and Information Retrieval. Unlike previous works using knowledge bases or ontology, which are very helpful but not available in many domains and languages, this work focuses on not-so-expensive solutions by making use of unstructured-but-available data, which are easier to acquire, as well as recent advances of topic modeling methods. The targeted contributions consist of the following main points:

1. A careful review: summarizing problems related to semantic gaps and solutions in the literature regarding text and image retrieval.

2. Contextual matching of short texts: providing a framework [24] for web search clustering and labeling based on Latent Dirichlet Allocation (LDA) [3]. The main idea is to perform topic analysis for a large and easy-to-obtain collection and use those topics to capture word relationships for better semantic matching. The advantages of this framework include (1) reducing the sparseness of Web search snippets; (2) reducing data mismatching caused by synonymy, homonymy, abbreviation words, etc.; (3) easy to use and adaptable to other languages and applications [25, 15].

3. Context-based image annotation: introducing a feature-word-topic model for image annotation based on mixture hierarchies and topic modeling [23]. The model
is able to guess the context from the scene for better annotation while keeping overhead computations reasonable. The separation of topics (of words) and low-level image representations makes the model more adaptable to other feature selection methods as well as topic analysis methods.

4. Context from auxiliary texts: applying the feature-word-topic model to exploit multimodality in image annotation. Images in real-world are likely accompanied with metadata such as tags, filenames, which bring very useful evidences to infer the context of images. Beside the feature-topic-model model, other difference between our method with previous multimodal methods [8, 13, 17] is that we only consider a part of the whole vocabulary for annotation, which are subsequently referred as annotation vocabulary, but build a topic model on the whole vocabulary. By doing so, words, which are not in the annotation vocabulary but appear in tags or file names of an image, can be exploited to find out the context of the image. Thanks to the topic modeling at word-level, the approach is able to limit the annotation vocabulary to only significant concepts while allowing to search images by synonyms or related words.

5. Context from global features: the importance of image features in contextual inference will be taken into consideration for image retrieval. Recent studies [7, 31] have showed the role of context detection via global features (such as GIST descriptors) for example-based image retrieval and object detection. The next objective of this work is to further study the connections of such types of global features with topics (of words) to improve image annotation.

The rest of this paper is divided into four parts. Section 2 will list some (but a few) related works on the attempts to bridge semantic gaps in text and image retrieval. Section 3 and 4 will present in more details what have been done up to now corresponding to parts 2 and 3 in the above list. Descriptions of on-going-work and future work will be given in Section 5.

2. RELATED WORKS

There have been a lot of attempts to close the gaps in Web Mining and Information Retrieval. Query expansion approach aims at improving the relevancy of returned documents by expanding queries based on concept thesaurus, co-occurrence statistics, query logs, and relevance feedback [20]. Latent semantic analysis (LSA) has been used to map words into the concept space so as to improve the relevance of retrieved results [16, 20]. Other studies use taxonomy, ontology and knowledge base to represent the semantic correlation between words for better contextual matching [2, 29, 9].

In the context of image retrieval, many noticeable approaches have been proposed to bridge the “semantic gap” for better image retrieval. Some approaches attempt to reduce annotation errors by making use of word relationships such as {fish, ocean} and {desert, sand} [18, 14, 38, 37, 36]. Other approaches make use of external resources such as auxiliary texts of web images [25, 26, 8], Wordnet and ontology [14, 26], Google distance [36], click through data [32].

Other studies use taxonomies and knowledge bases to model the semantic space and improve the relevance of retrieved results. Some approaches [21, 11] focus on solving the problem of “weakly labeling” in image annotation that is the lack of correspondence between labels and regions in images. Multiple feature types [31, 7, 19] are also selected to improve image retrieval, and object detection/location. Recently, studies [34, 31] on jointly modeling scene classification and image annotation (or object detection) have been conducted on the attempt to exploit the context from the scene.

3. ENHANCING CONTEXTUAL MATCHING FOR WEB SEARCH CLUSTERING

3.1 Motivation

Web search clustering is a solution to reorganize search results (also called “snippets”) in a more convenient way for browsing. There are three key requirements for such post-retrieval clustering systems: (1) The clustering algorithm should group similar documents together; (2) Clusters should be labeled with descriptive phrases; and (3) The clustering system should provide high quality clustering without downloading the whole Web pages.

These requirements and the third one in particular introduce several challenges to clustering. In contrast to normal documents, these snippets are usually noisier, less topic-focused, and much shorter, that is, they consist of from a dozen words to a few sentences. Consequently, they do not provide enough shared-context for good similarity measure. Figure 1 demonstrates four snippets returned from Google for the query “matrix”. It can be observable that those snippets belong to two different clusters, one relates to film and the other is about mathematics. The first and second snippets are obtained from the same website (Wikipedia), thus share the title even that they are about different topics. On the other hand, although the forth snippet is about film but it does not have any common words with the other snippets about the same topic. These observations show that shallow matching based on words cannot obtain desirable results.

3.2 The Proposed Method

We present a framework which is based on recent successful topic analysis models, such as Probabilistic-Latent Se-
Figure 2: The general framework of clustering Web search results with hidden topics

Figure 3: Example of enriching a snippet with hidden topics estimated from the Universal dataset

The proposed method for clustering and labeling in Vietnamese has been published in [24]. Other similar frameworks have also been used for classification and online advertisement in our other publications [25, 15].

4. INFERRING CONTEXTS FROM SCENES FOR IMAGE ANNOTATION

4.1 Motivation

Image annotation has been an active topic of ongoing research during the last decade and led to several noticeable methods. Among the existing methods, Supervised Multi-class Labeling (SML) [5], which is based on mixture hierarchies and probabilistic Latent Semantic Analysis (pLSA). Applying pLSA to words of images, we are able to estimate word-topic distributions and use them to reduce image annotation errors. Take the leftmost picture in Figure 4 as an example, branches are confused with masts (in SML method) due to visual similarities. Our method, however, infers “forest” as a dominant topic and lowers rankings of “mast” and “sailboat”, thus provides better annotations.

4.2 Problem Statement and Notations

The problem of image annotation can be stated as follows:

- Providing informative and meaningful labels: In this work, we use topic similarity between terms/ phrases and the cluster as an important feature to determine the most suitable label, thus providing more descriptive labels.
- Adaptable to another languages: The framework is simple to implement. All we need is to collect a large-scale data collection to serve as the universal data and exploit the topics discovered from that dataset as additional knowledge in order to measure similarity between snippets.
- Easy to reuse: The remarkable point of this framework is the hidden topic analysis of a large collection. This is totally unsupervised process but still takes time for estimation. However, once estimated, the topic model can be applied to more than one task which is not only clustering and labeling but also classification, contextual matching, etc.

The main advantages of the framework include the following points:

- Reducing data sparseness: different word choices make snippets of the same topic less similar, hidden topics do make them more related than the original.
- Reducing data mismatching: some snippets sharing unimportant words, which could not removed completely in the phase of stop word removal, are likely close in similarity. By taking hidden topics into account, the pairwise similarities among such snippets are decreased in comparison with other pairs of snippet. As a result, this goes beyond the limitation of shallow matching based on word/lexicon.

\[ V = \{w_1, w_2, \ldots, w_{|V|}\} \] is a given vocabulary of words.

An image \( I \) is represented by a set of feature vectors \( X_I = \{x_{I1}, \ldots, x_{Ib}\} \), in which \( B_I \) denotes the number of feature vectors of \( I \) and \( x_{ij} \) is a feature vector.

Image \( I \) should be annotated by a set of words \( W_I = \{w_{I1}, \ldots, w_{IJ}\} \). Here, \( I \) is the number of words that can be assigned to image \( I \), and \( w_{ij} \) is the \( j \)-th word of image \( I \) selected from \( V \).
A training dataset \( D = \{ I_1, I_2, \ldots, I_N \} \) is a collection of annotated images. That means every \( I_n \) has manually assigned to a word set \( W_n \). On the other hand, \( I_n \) is also represented by a set of feature vectors \( X_{I_n} \). For simplicity, we often use \( W = W_n \) and \( X = X_{I_n} \) to indicate word set and feature set of image \( I_n \).

Given a new image \( J \) represented by \( X_J \), the problem of image annotation is to automatically assign a set of words \( W_J \) to \( J \).

4.3 The Proposed Method

The training phase makes use of training images, which are images manually annotated with labels, to train two models: (1) a feature-word distribution \( p(x|w) \) using mixture hierarchies and MIL [5, 33]; (2) a word-topic distribution using labels of images in the training dataset and pLSA [10].

We then propose a novel model, see Figure 5, to annotate new images (in the annotation phase). In order to annotate image \( J \), we first select top \( M \) annotation candidates using \( p(X|w) \). The \( M \) words are then used to infer dominant topics of image \( J \). Finally, we rerank \( M \) annotation candidates using both feature-word distribution and dominant topics of image \( J \).

In order to demonstrate our idea, let us consider the example given in Figure 6 and 7. Figure 6 shows some topics estimated from labels in the training dataset obtained from Flickr. In Figure 7, we show how those topics can be used to improve annotation performance. Based on feature-word distributions, the top 20 words are selected and shown in the figure. We can see that the visual representation gives wrong interpretation of the picture, which results in words like “ruin”, “town” at first and second positions. Other reasonable interpretation of the picture makes the topic describing this scene (topic 23) surpass the other topics. By taking topics into account, the more reasonable words (“temple”, “pagoda”) have higher ranking positions than only based on features. Due to the “semantic gap”, the visual representation is not good enough for image annotation. We need more “context” from scene to infer reasonable labels. More details about this method are given in our submitted paper[23], which is available on our website.

4.4 Discussion

In recent years, there are a lot of applications of topic models, which originated from text mining, in image-related problems. Most of the current approaches model directly topic-feature distributions [4, 11, 12, 21, 22, 17]. If continuous features are used [4, 12], topic estimation becomes very complicated and expensive (in terms of time complex-
ity) since the feature space is very large in comparison with word space. If features are clustered to form discrete visual-words [11, 17, 21], the clustering step on a large dataset of images is also very expensive. Moreover, topics of features are usually hard to interpret than topics of words.

The difference of our method from previous approaches is that we model topics via words, not features (see Figure 8). As a result, we do not need to modify topic models for training, where captions are available. To infer topics for an unannotated image, we only need to consider \( p(x|w) \) as weight for \( w \) instead of word occurrence in the original models. Since feature-word distribution for a word is estimated based on a subset of the training dataset containing that word, it is more practical in comparison with visual-word construction.

Since all we need from the low-level feature representation is the feature-word distribution \( p(x|w) \), other methods such as [28] can be used to obtain this purpose.

5. CONCLUSION AND FUTURE WORKS

Semantic of an object depends on the context it is regarded within [1]. This work is an investigation of multiple methods to exploit context for information retrieval (in both text and image retrieval). To complete the story, further studies need to be conducted according to the objectives described in Section 1. More specifically, the two problems will be taken into considerations as follows:

- Extending feature-topic model to benefit from auxiliary texts. By that, I mean we can perform topic modeling using a larger vocabulary, which includes both annotation words and surrounding texts (or name of image files). Since we consider only \( M \) selected candidates, which are in the annotation vocabulary, the annotation step works exactly the same as described. Due to computation complexity and the dynamic of human language, the annotation vocabulary is usually limited. By modeling topics for a larger vocabulary, we are able to infer topics based on surrounding texts and features (via feature-word distributions). In fact, the surrounding text may be not enough for searching but can be used as a hint for annotation refined by topics. For example, suppose that we model topics with an extended vocabulary containing “Eiffel”, an image file name “Eiffel” should increase the distributions for topics related to “tower”, “city” even if “Eiffel” is not in the annotation vocabulary. This property also allows us to search with queries that are not in the annotation vocabulary.

- Modifying the feature-topic-model to include many types of feature selection, especially global features [31, 34] to improve the quality of scene detection. One feature representation can be considered as one view of an image, different views of an image can be used to obtain better annotation. For example, we can train one model of \( p(x|w) \) for local feature descriptors (such as SIFT, DCT, and so on), one model \( q(y|w) \) for global features (such as contour, shapes, Gist). Weighted candidates from different views can be selected, merged and refined for annotation using topics. Considering an image in different views not only help to improve annotation performance but also reduce the time complexity to estimate feature-word distribution.

Instead of using feature vectors with large dimension, we can divide them to several types of feature vectors, each of which has smaller dimension.
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